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Abstract

In this paper, we consider a compact Riemannian manifold whose bound-
ary is endowed with a Riemannian flow. Under a suitable curvature as-
sumption depending on the O’Neill tensor of the flow, we prove that any
solution of the basic Dirac equation is the restriction of a parallel spinor
field defined on the whole manifold. As a consequence, we show that the
flow is a local product. In particular, in the case where solutions of the
basic Dirac equation are given by basic Killing spinors, we characterize
the geometry of the manifold and the flow.
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1 Introduction

Over the last decades, spin geometry has become a useful tool for the study of the
geometry of manifolds and their hypersurfaces. In this setting, many results have
been obtained in several papers [5, 17, 15, 18, 19, 16] relating the extrinsic aspect
of an hypersurface M embedded (or immersed) into a Riemannian manifold N ,
to the intrinsic one.

Using the spinorial Reilly formula [19, Remark 1], O. Hijazi, S. Montiel and
X. Zhang proved that on the compact boundary Mn+1 of a Riemannian spin
manifold Nn+2 of dimension n+ 2 with non-negative scalar curvature, the first
positive eigenvalue λ1 of the Dirac operator DM of the boundary satisfies [19,
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Theorem 6]

λ1 ≥
n+ 1

2
inf
M
H, (1)

where H denotes the (inward) mean curvature of M , assumed to be positive.
Equality holds if and only if H is constant and every eigenspinor associated with
λ1 is the restriction to M of a parallel spinor on N (and so N is a Ricci-flat
manifold). As an application of the limiting case, they gave an elementary proof
of the famous Alexandrov theorem: The only compact embedded hypersurfaces
of constant mean curvature in the Euclidean space are the round spheres.

The eigenvalue estimate (1) has also led to several rigidity theorems [15]. For
example, if the boundary of a manifold is assumed to carry a Killing spinor
(called extrinsic), then under some curvatures assumptions, the equality in (1)
is attained and therefore the Killing spinor (which is the corresponding eigen-
spinor) comes from a parallel spinor on the whole manifold. As a consequence,
the boundary has to be totally umbilical. This yields the following result: A com-
plete Ricci-flat Riemannian manifold of dimension at least 3 whose mean-convex
boundary is isometric to the round sphere is a flat disc [15, Cor. 6].

In a more general context, S. Raulot assumed in [23] the existence on the bound-
ary of a solution of the Dirac equation (instead of an extrinsic Killing spinor),
i.e. a spinor field ϕ satisfying DMϕ = n+1

2 H0ϕ for some particular function H0.
He showed that the boundary has to be connected and the spinor ϕ is the restric-
tion of a parallel spinor. In this case, the solution ϕ satisfies an overdetermined
differential equation involving the second fundamental form. As an application,
he proved that if the whole manifold has a vanishing sectional curvature along
the boundary (assumed to be simply connected), it has to be flat.

Recently, O. Hijazi and S. Montiel [17] covered some of the previous results by
establishing an integral inequality relating the Dirac operator on the boundary to
the mean curvature. Indeed they proved that, in general, if the mean curvature
H of the boundary is positive, then any spinor field ϕ ∈ S := ΣN |M satisfies
the inequality

0 ≤
∫
M

( 1

H
|DSϕ|2 −

(n+ 1)2

4
H|ϕ|2

)
dv, (2)

where dv the volume element on M and DS is the Dirac operator defined on
S: depending on the dimension of the manifold M , the operator DS coincides
with DM or with the double copy DM ⊕ −DM , see Section 2 for more details.
Moreover, the equality holds in (2) if and only if there exists two parallel spinor
fields ψ, θ ∈ Γ(ΣN) such that P+ϕ = P+ψ and P−ϕ = P−θ on the boundary.
Here the operators P± are the orthogonal projections of L2(S) onto the ±1-
eigenspaces corresponding to the ±1-eigenvalues of the endomorphism iν on S,
where ν is the inward unit vector field normal to the boundary.

The proof of Inequality (2) relies mainly on the use of the spinorial Reilly for-
mula applied to an appropriate spinor field which is a solution of a boundary
value problem (see [18] for a survey on those). As an application of this in-
equality, O. Hijazi and S. Montiel proved that if M admits an isometric and
isospin immersion as an hypersurface into another spin Riemannian manifold Ñ
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carrying a parallel spinor field with mean curvature H̃, then the inequality∫
M

Hdv ≤
∫
M

H̃2

H
dv, (3)

holds [17, Theorem 2]. Moreover, the equality is realized if and only if the shape

operators of both immersions are the same. In the special case where Ñ =
Rn+2, equality in (3) implies that N is a Euclidean domain and the immersion
is congruent to the embedding of M into N as its boundary. Inequality (3)
implies also the Positive Mass Theorem in the spin case. Another application
of interest is that the first eigenvalue of the Dirac operator of the boundary M
corresponding to the conformal metric with conformal factor H2 is at least n

2
and equality holds if and only if there exists a non-trivial parallel spinor field
on N [17, Theorem 1].

In this paper, we are interested in studying the class of Riemannian spin man-
ifolds whose boundary is foliated by a unit vector field ξ (we will call those
foliations Riemannian flows, see Section 2). We aim at establishing rigidity re-
sults on such manifolds when looking at solutions of the basic Dirac equation
on the boundary, that is, a spinor field ϕ satisfying the equation

Dbϕ =
n+ 1

2
H0ϕ, (4)

where H0 is a basic function defined on the boundary and Db is the basic Dirac
operator, see [12, 13] and references therein for the study of its transversal
ellipticity. Here the word “basic” refers to transverse objects that are constant
along the leaves of the flow.

First, we start with studying solutions of the equation (4). In fact, we prove that
any solution ϕ satisfies an integral inequality derived from (2) (see Theorem
3.1) which involves the geometric data of the flow and the boundary, such as
the O’Neill tensor and the mean curvature. By requiring the positivity of the
ξ-direction principal curvature, we show that the equality case of this integral
inequality restricts the geometry of the flow. In fact, it has to be a local product
(that is, the O’Neill tensor vanishes) and the vector ξ belongs to the kernel of the
Weingarten map (see Theorem 3.2). In this case, the spinor ϕ (resp. ϕ+ ξ ·M ϕ)
can be extended to a parallel spinor on the whole manifold if n is even (resp. n
is odd). Here “·M” denotes the Clifford multiplication on the boundary M .

In a second step and since basic Killing spinors (see e.g. [14, eq. (1.4.5) p.37]) are
particular solutions of the basic Dirac equation, we characterize the geometry
of the flow carrying such spinors. By applying the equality case of the integral
inequality, we prove the following rigidity result:

Theorem 1.1 Let (N, g) be an (n + 2)-Riemannian spin manifold of non-
negative scalar curvature with connected boundary M of positive mean curvature
H. Assume that M is endowed with a minimal Riemannian flow carrying a max-
imal number of basic Killing spinors of constant − 1

2 (resp. a maximal number
of basic Killing spinors of constants − 1

2 and 1
2) if n is even (resp. if n is odd). If

the inequality n
n+1 + 1

n+1 [n2 ]
1
2 |Ω| ≤ H holds, then N is isometric to the quotient

Γ\R×B for some fixed-point-free cocompact discrete subgroup Γ ⊂ R× SOn+1,
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where B is the closed unit ball in Rn+1. In case n is even, Γ ∼= Z acts via
(k, (t, x)) 7→

(
t+ ka,Akx

)
for some (a,A) ∈ R× × SOn+1.

Here Ω denotes the 2-form associated to the O’Neill tensor field. In the last part
of the paper, we combine our result with an inequality by B.-Y. Chen [7] in
order to deduce a sufficient condition for having a non-trivial flow, i.e. a flow
that is not a local product (see Theorem 4.8).

2 Riemannian flows and manifolds with bound-
ary

In this section, we briefly recall some preliminaries on spin Riemannian flows (see
[28], [14]). We then describe the geometric setting on manifolds with boundary.
For more details, we refer to [20], [10], [11] and [6].

2.1 Spin Riemannian flow

Let (Mn+1, g) be a Riemannian manifold of dimension n + 1 endowed with a
Riemannian flow given by a unit vector field ξ. That is, the vector ξ defines a
one-dimensional foliation of M given by its integral curves satisfying the bundle-
like condition Lξg|

ξ⊥
= 0 (see [26]). Here Lξ denotes the Lie derivative with

respect to the vector field ξ. Equivalently, this means that the endomorphism h
defined by h := ∇Mξ : TM → TM and known as the O’Neill tensor of the flow
[22], restricts to a skew-symmetric tensor field on the normal bundle Q = ξ⊥.
In particular, this gives rise to a unique metric connection ∇ on the normal
bundle, called transversal Levi-Civita connection, with respect to the induced
metric. It is defined, for any section Y ∈ Γ(Q), by

∇XY =:

 π[X,Y ] if X = ξ,

π(∇MX Y ) if X ⊥ ξ,

where π : TM → Q denotes the orthogonal projection [28]. On the other hand,
one can easily check that the corresponding Levi-Civita connections on M and
Q are related for all sections Z,W in Γ(Q) via the Gauss-type formulas [14]:

∇MZ W = ∇ZW − g(h(Z),W )ξ,

∇Mξ Z = ∇ξZ + h(Z)− κ(Z)ξ,

where κ := ∇Mξ ξ is the mean curvature of the flow.

From now on, we assume that M is a spin manifold. Since the tangent bundle
of M splits orthogonally as TM = Rξ ⊕Q, the pull-back of the spin structure
on M induces a spin structure on the normal bundle Q (see [5]). In this case,
the spinor bundle ΣM is canonically identified with the spinor bundle of Q,
denoted by ΣQ, for n even and with the direct sum ΣQ ⊕ ΣQ for n odd. The
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Clifford multiplications “·M” in ΣM and “·Q” in ΣQ are identified for any
section Z ∈ Γ(Q) and spinor field ϕ ∈ Γ(ΣQ) as follows: Z ·M ϕ = Z ·Q ϕ, for n even

Z ·M ξ ·M ϕ = (Z ·Q ⊕− Z·Q)ϕ, for n odd.

Therefore, by using of the above identification, one can relate the spinorial Levi-
Civita connection ∇M on ΣM with the one on ΣQ by [14, eq. (2.4.7)]

∇Mξ ϕ = ∇ξϕ+ 1
2Ω ·M ϕ+ 1

2ξ ·M κ ·M ϕ,

∇MZ ϕ = ∇Zϕ+ 1
2ξ ·M h(Z) ·M ϕ,

(5)

where Ω is the 2-form associated to the tensor h defined for all Y, Z ∈ Γ(Q) by
Ω(Y,Z) = g(h(Y ), Z).

Throughout this paper, we will consider Riemannian flows with basic mean
curvature κ, i.e., the mean curvature of the flow satisfies ∇ξκ = 0. The basic
Dirac operator Db is a first order differential operator (see [12] and [13]) defined
on the set of basic sections (sections of the spinor bundle ΣQ satisfying∇ξϕ = 0)
by

Db =

n∑
i=1

ei ·Q ∇ei −
1

2
κ·Q,

where {ei}i=1,··· ,n is a local orthonormal frame of Γ(Q). Recall that the basic
Dirac operator preserves the set of basic sections and is a transversally elliptic
and essentially self-adjoint, if M is compact. Therefore, by the spectral theory
of transversal elliptic operators, it is a Fredholm operator and has a discrete
spectrum [8, 9].

As a direct consequence from Equations (5), the transverse Levi-Civita connec-
tion commutes with the Clifford action of ξ, that is ∇X(ξ ·M ϕ) = ξ ·M ∇Xϕ
for any spinor field ϕ ∈ Γ(ΣQ) and X ∈ Γ(TM). In particular, this means that
the spinor field ξ ·M ϕ is basic if and only if ϕ is basic. Thus, the basic Dirac
operator shares a fundamental property with the Clifford action of ξ on basic
spinors. In fact, for n even (resp. n odd) and for any basic spinor field ϕ, we
have

Db(ξ ·M ϕ) = −ξ ·M Dbϕ (resp. Db(ξ ·M ϕ) = ξ ·M Dbϕ). (6)

Here we point out that, for n odd, the identity in (6) is equivalent to saying
that (Db⊕−Db)(ξ ·M ϕ) = −ξ ·M (Db⊕−Db)ϕ, since for any ϕ ∈ ΣQ ' Σ+M,
we have

−Db(ξ ·M ϕ) = (Db ⊕−Db)(ξ ·M ϕ) = −ξ ·M (Db ⊕−Db)ϕ = −ξ ·M Dbϕ.

Hence, the spectrum of the basic Dirac operator Db (resp. Db⊕−Db) is symmet-
ric with respect to zero. We finish this part by stating a fundamental relation
between the Dirac operator on M and the basic Dirac operator. We have, DM = Db − 1

2ξ ·M Ω·M , for n even

DM = ξ ·M (Db ⊕−Db)− 1
2ξ ·M Ω·M , for n odd.

(7)
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2.2 Riemannian spin manifolds with boundary

In the following, we will review some well-known facts on spin manifolds with
boundary, see e.g. [15, 18, 19] and references therein. Let (Nn+2, g) be a Rie-
mannian spin manifold of dimension n+2 with smooth boundary M = ∂N. The
existence of the (inward) unit vector field ν normal to the boundary defines in
a natural way a spin structure on M induced from the one on N . This gives rise
to the two spinor bundles on the boundary, the intrinsic bundle ΣM and the
extrinsic one S = ΣN |M . Each bundle is endowed with the spinorial Levi-Civita
connection, the Clifford multiplication and the Dirac operator. The extrinsic
data are related to the ones on N by the formulas:

X ·S ϕ = X · ν · ϕ

∇NXϕ = ∇S
Xϕ+

1

2
A(X) ·S ϕ (8)

DSϕ =
n+ 1

2
Hϕ− ν ·DNϕ−∇Nν ϕ,

where “ · ” is the Clifford multiplication on N , the tensor A is the Weingarten
map given for all X ∈ Γ(TM) by A(X) = −∇NXν, the spinor field ϕ is a section
in S and H = 1

n+1Trace(A) is the mean curvature of M. The operator DS, called

the extrinsic Dirac operator, acts on sections on S as DS =
∑n+1
i=1 ei·S∇S

ei , where
{e1, · · · , en+1} is a local orthonomal frame of TM.

On the other hand, the extrinsic spinor bundle can be identified with the intrinsic
one in a canonical way depending on the dimension of N. Namely, if n is odd, the
tuple (S, “ ·S ”,∇S,DS) can be identified to (ΣM, “ ·M ”,∇M , DM ) whereas for
n even it can be identified to (ΣM⊕ΣM, “ ·M ⊕−·M”,∇M ⊕∇M , DM ⊕−DM ).
Moreover, using the first two equations in (8) and the Gauss formula, one can
prove that the following relations hold for all X,Y ∈ Γ(TM), ∇

S
X(Y ·) = ∇MX Y ·+Y · ∇S

X ,

∇S
X(ν·) = ν · ∇S

X

(9)

and that,
DS(ν·) = −ν ·DS. (10)

Equality (10) means that the spectrum of DS is symmetric with respect to zero
and if n is even the Dirac operator on M commutes with the action of ν, that
is,

DM (ν · Φ) = ν ·DMΦ (11)

for any spinor field Φ ∈ Γ(ΣM).

We define the operators P± as being the orthogonal projection of L2(S) onto
the ±1-eigenspaces corresponding to the ±1-eigenvalues of the operator iν on
S, i.e. iν · P± = ±P±. They satisfy

P±(X·) = X · P∓ and P±(ν·) = ν · P±,

for all X ∈ Γ(TM). This implies that DSP± = P∓DS. Now, we state the
following lemma about the spectrum of the basic Dirac operator when N is
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an (n+ 2)-dimensional Riemannian spin manifold whose boundary M carries a
Riemannian flow.

Lemma 2.1 Let N be an (n+ 2)-dimensional Riemannian spin manifold with
boundary M . Assume that n is even and M carries a Riemannian flow given by
a unit vector field ξ. Then, for any basic spinor field ϕ, we have

Db(ξ · ϕ) = −ξ ·Dbϕ.

Proof. Using the identification of the spinor bundles for n even, we have

ΣQ⊕ ΣQ ' ΣM ⊕ ΣM ' S. (12)

Therefore, we can think of any ϕ ∈ Γ(ΣQ) as a section in one subbundle of S,
say S+. This means that ξ · ϕ is a section in S−. In order to prove the lemma,
we need first to show that ξ · ϕ is a basic spinor field. Indeed, using the first
equation in (5) and the identification of the Clifford multiplications in (8), we
write

∇ξ(ξ · ϕ) = ∇Mξ (ξ · ϕ)− 1

2
Ω · (ξ · ϕ)− 1

2
ξ · κ · (ξ · ϕ)

(8)
= ∇Nξ (ξ · ϕ)− 1

2
Aξ · ν · ξ · ϕ− 1

2
ξ · Ω · ϕ− 1

2
κ · ϕ

= ∇Nξ ξ · ϕ+ ξ · ∇Nξ ϕ+
1

2
Aξ · ξ · ν · ϕ− 1

2
ξ · Ω · ϕ− 1

2
κ · ϕ

(8)
= ∇Mξ ξ · ϕ+ g(Aξ, ξ)ν · ϕ+ ξ · ∇Mξ ϕ+

1

2
ξ ·Aξ · ν · ϕ

+
1

2
Aξ · ξ · ν · ϕ− 1

2
ξ · Ω · ϕ− 1

2
κ · ϕ (5)

= ξ · ∇ξϕ,

which vanishes since ϕ is a basic spinor field. Now using Equation (7), we have

DM (ξ · ϕ) = Db(ξ · ϕ)− 1

2
ξ ·M Ω ·M (ξ · ϕ)

= Db(ξ · ϕ) +
1

2
ξ · ν · Ω · ξ · ϕ

= Db(ξ · ϕ) +
1

2
ν · Ω · ϕ. (13)

On the other hand and again by the identification between the Clifford multi-
plications, we compute

DM (ξ · ϕ) = DM (ν · ξ · ν · ϕ) = DM (ν · (ξ ·M ϕ))

(11)
= ν ·DM (ξ ·M ϕ)

(7)
= ν · (Db(ξ ·M ϕ)− 1

2
ξ ·M Ω ·M (ξ ·M ϕ))

(6)
= ν · (−ξ ·M Dbϕ+

1

2
Ω ·M ϕ)

= −ξ ·Dbϕ+
1

2
ν · Ω · ϕ. (14)
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Finally comparing Equations (13) and (14), we deduce the desired identity. �

This lemma has the important consequence that if ϕ is an eigenspinor for the
basic Dirac operator associated to an eigenvalue λ, then the spinor ξ · ϕ is an
eigenspinor associated to the eigenvalue −λ.

3 Foliated manifolds with boundary

In this section, we will deal with a Riemannian spin manifold whose boundary
carries a Riemannian flow given by a unit vector field ξ. We will assume, after
restricting the spin structure to the normal bundle, the existence of a spinor
field ϕ which is a solution for the basic Dirac equation. We will prove that the
solution ϕ satisfies an integral inequality involving the geometric data of the flow
and the boundary. When the equality case in this integral inequality is attained,
we will show that the spinor solution ϕ (resp. ϕ+ ξ ·M ϕ) is the restriction of a
parallel spinor on the whole manifold N if n is even (resp. if n is odd). The key
point of our results is the integral inequality (2) established by O. Hijazi and S.
Montiel in [17, Prop. 9].

Next, we state the two main theorems of this section:

Theorem 3.1 Let N be an (n+2)-dimensional compact Riemannian spin man-
ifold with non-negative scalar curvature, whose boundary hypersurface M has a
positive mean curvature H and is endowed with a Riemannian flow. Assume that
there exists a spinor field ϕ such that Dbϕ = n+1

2 H0ϕ, where H0 is a positive
basic function. Then, we have

0 ≤
∫
M

1

H

(
(n+ 1)2H2

0 |ϕ|2 + |Ω ·M ϕ|2 − (n+ 1)2H2|ϕ|2
)
dv. (15)

The equality case in Inequality (15) is now characterized by:

Theorem 3.2 Under the same conditions as Theorem 3.1 and if we assume
that g(A(ξ), ξ) ≥ 0, then equality holds in (15) if and only if h = 0 (that is the
flow is a local product) and H0 = H. In this case, we get that A(ξ) = 0 and the
spinors ϕ and ξ · ϕ are respectively the restrictions of parallel spinors on N if
n is even, and if n is odd the spinor ϕ + ξ ·M ϕ is the restriction of a parallel
spinor on N .

Since the identification between the data (the spinor bundles, the Clifford multi-
plications, the Dirac operators,...) of the manifold, the boundary and the normal
bundle of the flow depend on the parity of n, we will distinguish two cases to
prove Theorem 3.1 and Theorem 3.2: the even-dimensional case and the odd-
dimensional case.
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3.1 The even-dimensional case

In this subsection, we will prove Theorem 3.1 and Theorem 3.2 for n even. We
start by proving Theorem 3.1.

Proof of Theorem 3.1. Since the manifold N is spin, the manifold M and the
normal bundle Q of the flow are also spin. Because n is even, the spinor bundle
of Q is identified with the one of M, which is also identified with one subbundle
of S, see (12). Therefore we can think of any ϕ ∈ Γ(ΣQ) as a section in one
subbundle of S, say S+. With the help of Equation (7), we can say that

DSϕ = DMϕ =
n+ 1

2
H0ϕ−

1

2
ξ ·M Ω ·M ϕ (16)

and

DS(ξ · ϕ) = −DM (ξ · ϕ)
(14)
=

n+ 1

2
H0ξ · ϕ−

1

2
ν · Ω · ϕ. (17)

We then have

|DSϕ|2 =
(n+ 1)2

4
H2

0 |ϕ|2 +
1

4
|Ω ·M ϕ|2 − n+ 1

2
H0〈ϕ, ξ ·M Ω ·M ϕ〉

and

|DS(ξ · ϕ)|2 =
(n+ 1)2

4
H2

0 |ϕ|2 +
1

4
|Ω ·M ϕ|2 +

n+ 1

2
H0〈ϕ, ξ ·M Ω ·M ϕ〉.

Thus, by applying Inequality (2) to ϕ and ξ.ϕ and summing the obtained in-
equalities, we find the desired result. �

Before proving Theorem 3.2, we start by establishing a crucial lemma about the
characterization of the equality case of (15).

Lemma 3.3 Under the same conditions as Theorem 3.1 and if equality holds
in (15), we have

h(X) ·M ϕ+ g(A(ξ), X)
H0

H
ϕ− 1

(n+ 1)H
g(A(ξ), X)ξ ·M Ω ·M ϕ

= − 1

(n+ 1)H
A(X) ·M Ω ·M ϕ, (18)

for all X ∈ Γ(TM).

Proof. Assume that equality holds in (15). We know that the optimality is
characterized by the existence of two parallel spinors ψ, θ on N such that P+ϕ =
P+ψ and P−ϕ = P−θ on M . By taking DS on both sides and using the last
equation in (8) for the spinors ψ and θ, we get P−(DSϕ) = n+1

2 HP−ψ and
P+(DSϕ) = n+1

2 HP+θ.

There exists two parallel spinors Ψ,Θ such that the following holds on M :

P+(ξ · ϕ) = P+Ψ and P−(ξ · ϕ) = P−Θ.

As before, this also means that

P−(DS(ξ · ϕ)) =
n+ 1

2
HP−Ψ and P+(DS(ξ · ϕ)) =

n+ 1

2
HP+Θ.
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Now, differentiating the equation ξ · P−θ = P+Ψ along any vector field X in
Γ(TM) and using the first formula in (9) with the fact that ∇S commutes with
P±, we get

h(X) · P−θ + ξ · P−(∇S
Xθ) = P+(∇S

XΨ).

Since the spinors θ and Ψ are parallel, we deduce from (8) that the above
equation can be reduced to

h(X) · P−θ −
1

2
ξ ·A(X) · ν · P+θ = −1

2
A(X) · ν · P−Ψ. (19)

In the same way and by differentiating the equation ξ · P+ψ = P−Θ, we can
derive the relation

h(X) · P+ψ −
1

2
ξ ·A(X) · ν · P−ψ = −1

2
A(X) · ν · P+Θ.

On the other hand

DS(ξ · ϕ)
(17)
=

n+ 1

2
H0ξ · ϕ−

1

2
ν · Ω · ϕ (16)

= (n+ 1)H0ξ · ϕ− ξ ·DSϕ.

Thus, by applying P∓ on both sides of the last equality we find that

HP−Ψ = 2H0ξ · P+ϕ−Hξ · P+θ, (20)

and,
HP+Θ = 2H0ξ · P−ϕ−Hξ · P−ψ.

In Equation (19), we replace P−Ψ by its value from (20) and P+θ by

P+θ =
2

(n+ 1)H
P+(DSϕ)

(16)
=

H0

H
P+ϕ−

1

(n+ 1)H
ξ · ν · Ω · P−ϕ, (21)

to get the following identity

h(X) · P−ϕ + g(A(ξ), X)
H0

H
ν · P+ϕ−

1

(n+ 1)H
g(A(ξ), X)ξ · Ω · P−ϕ

= − 1

(n+ 1)H
A(X) · Ω · P−ϕ. (22)

Also, we can prove that a similar identity as in (22) holds with the opposite
sign. This gives after summing them Equation (18). �

We are now able to prove Theorem 3.2 for n even.

Proof of Theorem 3.2. Assume that Equality holds in (15) and let us prove
that h = 0 and A(ξ) = 0. First of all, multiplying (18) by a vector X and
contracting over an orthonormal frame {ξ, e1, · · · , en} of TM , we get that

ξ ·M κ ·M ϕ+ Ω ·M ϕ+
H0

H
A(ξ) ·M ϕ− 1

(n+ 1)H
A(ξ) ·M ξ ·M Ω ·M ϕ = 0, (23)

where we used the local expression of Ω given by Ω = 1
2

∑n
i=1 ei ·M h(ei). Mul-

tiplying again Equation (23) by A(ξ) ·M ξ·M and plugging the last term in (23)
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by its value into the new equation, we find after a straightforward computation
that

−A(ξ) ·M κ ·M ϕ+ B Ω ·M ϕ+
H0

H
|A(ξ)|2ξ ·M ϕ+ (n+ 1)H0A(ξ) ·M ϕ

+
(

(n+ 1)H + 2g(A(ξ), ξ)
)
ξ ·M κ ·M ϕ = 0, (24)

where we denote by B the term

B = (n+ 1)H + 2g(A(ξ), ξ) +
1

(n+ 1)H
|A(ξ)|2.

We now claim that B 6= 0. In fact, we can write B = 1
(n+1)H |A(ξ) + (n+ 1)Hξ|2.

If B = 0, then A(ξ) = −(n+ 1)Hξ. Plugging this in (23), we get ξ ·M κ ·M ϕ =
H0(n+ 1)ξ ·M ϕ and so κ ·M ϕ = H0(n+ 1)ϕ. Taking the real part of the scalar
product of the last identity with ϕ, we get

(n+ 1)H0|ϕ|2 = 0.

Since by assumption H0 > 0, this gives ϕ = 0. But the zero-set of any basic
solution ϕ of (4) has dense complement subset in M by [4, Main Theorem] since
the basic Dirac operator on basic sections only differs from the Dirac operator
DM by a zero-order-term, see (7). Therefore, we obtain a contradiction and
hence B 6= 0 must hold. Now, we claim the following:

Lemma 3.4 We have that

HIL ·M κ ·M ϕ+H0JL ·M ϕ = 0,

where
I := (n+ 1)H + g(A(ξ), ξ),

J := (n+ 1)Hg(A(ξ), ξ) + |A(ξ)|2,

K := (n+ 1)H + 2g(A(ξ), ξ),

L := A(ξ)−Kξ.

Assume the lemma holds for the moment. First of all, we point out that L is a
non-vanishing vector field. Indeed, assume that A(ξ) = Kξ then, g(A(ξ), ξ) =
−(n+1)Hξ. This implies that A(ξ) = −(n+1)Hξ which leads to a contradiction
because B 6= 0. Therefore, we deduce that HIκ·M ϕ+H0Jϕ = 0 and, and, since
the zero-set of ϕ has dense complement subset in M , we obtain J = 0 and Iκ =
0. Notice that I cannot be zero because I = − 1

(n+1)HJ + B = B. Thus κ = 0

and A(ξ) = 0. Plugging this in (24) gives that Ω ·M ϕ = 0. Finally, Equation
(18) implies that h = 0. In order to prove the last statement of Theorem 3.2,
we proceed as in [17, Thm. 2]. Using Equation (21), we have that

H0P+ϕ = HP+θ and H0P−ϕ = HP−ψ.

Applying DS on both sides of the two equalities yields after taking the sum that

dH0 ·S ϕ+
n+ 1

2
H2

0ϕ =
H0

H
dH ·S ϕ+

n+ 1

2
H2ϕ.

11



Thus, the Hermitian product by ϕ gives H0 = H which means that P+ϕ = P+θ
and P−ϕ = P−ψ. Thus, we get that ϕ = ψ = θ on M . The same can be done
for ξ · ϕ. �

We still have to prove Lemma 3.4.

Proof of Lemma 3.4. Since B 6= 0, Equation (24) implies that

Ω ·M ϕ = 1
B

(
A(ξ) ·M κ ·M ϕ− [(n+ 1)H + 2g(A(ξ), ξ)]ξ ·M κ ·M ϕ

−(n+ 1)H0A(ξ) ·M ϕ− H0

H
|A(ξ)|2ξ ·M ϕ

)
. (25)

Taking the Clifford multiplication of Equation (18) with ξ and for X = ξ, we
get

ξ ·M κ ·M ϕ + g(A(ξ), ξ)
H0

H
ξ ·M ϕ

=
1

(n+ 1)H

[
A(ξ) ·M ξ ·M +g(A(ξ), ξ)

]
Ω ·M ϕ. (26)

Combining Equations (26) and (25), we get

(n+ 1)H B
[
ξ ·M κ ·M ϕ+ g(A(ξ), ξ)

H0

H
ξ ·M ϕ

]
= |A(ξ)|2ξ ·M κ ·M ϕ− 2g(A(ξ), ξ)A(ξ) ·M κ ·M ϕ

+(n+ 1)HA(ξ) ·M κ ·M ϕ+ 2g(A(ξ), ξ)A(ξ) ·M κ ·M ϕ

−(n+ 1)H0|A(ξ)|2ξ ·M ϕ+ 2(n+ 1)H0g(A(ξ), ξ)A(ξ) ·M ϕ

+
H0

H
|A(ξ)|2A(ξ) ·M ϕ+ g(A(ξ), ξ)A(ξ) ·M κ ·M ϕ

−(n+ 1)Hg(A(ξ), ξ)ξ ·M κ ·M ϕ− 2g(A(ξ), ξ)2ξ ·M κ ·M ϕ

−(n+ 1)H0g(A(ξ), ξ)A(ξ) ·M ϕ− H0

H
|A(ξ)|2g(A(ξ), ξ)ξ ·M ϕ.

The last expression can be written as C1ξ ·M κ ·M ϕ + C2ξ ·M ϕ = C3A(ξ) ·M
κ ·M ϕ + C4A(ξ) ·M ϕ. Let us determine C1, C2, C3 and C4. For example, the
coefficient C1 of ξ ·M κ ·M ϕ is given by

C1 = (n+ 1)HB − |A(ξ)|2 + (n+ 1)Hg(A(ξ), ξ) + 2g(A(ξ), ξ)2

= (n+ 1)2H2 + 3(n+ 1)Hg(A(ξ), ξ) + 2g(A(ξ), ξ)2

=
(

(n+ 1)H + g(A(ξ), ξ)
)(

(n+ 1)H + 2g(A(ξ), ξ)
)

= IK.

In a similar way, we can find

C2 =
H0

H

(
(n+ 1)Hg(A(ξ), ξ) + |A(ξ)|2

)(
(n+ 1)H + 2g(A(ξ), ξ)

)
=
H0

H
JK,

C3 = (n+ 1)H + g(A(ξ), ξ) = I,

C4 =
H0

H

(
(n+ 1)Hg(A(ξ), ξ) + |A(ξ)|2

)
=
H0

H
J .

12



Finally, we have

HIKξ ·M κ ·M ϕ+H0JKξ ·M ϕ = HIA(ξ) ·M κ ·M ϕ+H0JA(ξ) ·M ϕ,

which is HIL ·M κ ·M ϕ+H0JL ·M ϕ = 0. �

Remark 3.5 We notice that when equality case in (15) is realized, the second
fundamental form has two important properties:

1. First, it commutes with the O’Neill tensor. Indeed, the Hermitian product
of (18) with ξ ·M ϕ provides the vanishing of the real part of 〈A(X) ·M Ω ·M
ϕ, ξ ·M ϕ〉 for any X ∈ Γ(TM). Therefore, by taking again the Hermitian
product of (18) with A(X) ·M ϕ, we obtain g(h(X), A(X)) = 0 which
means that h and A commute. In particular, the eigenvalues of A are of
multiplicity at least two if h is not zero.

2. Second, it has two constant principal curvatures 0 and −(n + 1)H. In
fact, by taking the Hermitian product of (18) with ϕ and plugging Equa-
tion (25), we get after a straightforward computation that A2(ξ) = −(n+
1)HA(ξ).

3.2 The odd-dimensional case

In this subsection, we will prove Theorem 3.1 and Theorem 3.2 when n is odd.
The difference between the proofs in both cases comes certainly from the dif-
ferent identification of the spinor bundles, the Clifford multiplications and the
Dirac operators.

We recall from Section 2 the identifications of the spinor bundles of N, the
boundary M and the normal bundle of the flow as

ΣQ⊕ ΣQ ' ΣM ' S,

where in the first isomorphism, the Clifford multiplications are being identified
as

(Z ·Q ⊕− Z·Q)Υ = Z ·M ξ ·M Υ,

for any Z ∈ Γ(Q), while in the second isomorphism X ·M Υ = X · ν ·Υ for any
spinor field Υ ∈ S = ΣN |M . From the fact that n + 1 is even, the action of iν
on S is determined by the action of the complex volume form ω of ΣM , that is
for any spinor Υ on S, we have iν · Υ = ω · Υ = Ῡ, where Ῡ = Υ+ − Υ− with
Υ± are eigensections of ω corresponding to the eigenvalues ±1. Thus, from the
definition of the projections P±, we deduce that P±Υ = Υ±.

Proof of Theorem 3.1. As for the even case, the proof is mainly based on
the use of Inequality (2) applied to the spinor field Υ = ϕ + ξ ·M ϕ. Here ϕ is
considered as a section in ΣQ ' Σ+M, i.e. P+ϕ = ϕ. Therefore, we compute

DSΥ = DMΥ = DMϕ+DM (ξ ·M ϕ)

(7)
=

n+ 1

2
H0ξ ·M ϕ− 1

2
ξ ·M Ω ·M ϕ− ξ ·M Db(ξ ·M ϕ) +

1

2
Ω ·M ϕ

(6)
=

n+ 1

2
H0ξ ·M ϕ− 1

2
ξ ·M Ω ·M ϕ+

n+ 1

2
H0ϕ+

1

2
Ω ·M ϕ. (27)
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It is easy to check that 〈ξ ·M Ω ·M ϕ,ϕ〉 = 0, we then deduce that the norm of
the spinor field |DSΥ|2 is equal to

|DSΥ|2 =
(n+ 1)2

2
H2

0 |ϕ|2 +
1

2
|Ω ·M ϕ|2.

Plugging the last equality into Inequality (2) and using the fact that |Υ|2 =
2|ϕ|2, we get Inequality (15). �

Before proving Theorem 3.2 and as we did for the even case, we will start by
stating and proving a lemma which characterizes the equality case in (15).

Lemma 3.6 Under the same conditions as Theorem 3.1 and if equality holds
in (15) the spinor field Υ := ϕ+ ξ ·M ϕ satisfies

h(X) ·M Υ + g(A(ξ), X)
H0

H
Υ− 1

(n+ 1)H
g(A(ξ), X)ξ ·M Ω ·M Υ

= − 1

(n+ 1)H
A(X) ·M Ω ·M Υ, (28)

for all X ∈ Γ(TM).

Proof. Assume that we have the equality case in (15). As before, the optimality
is characterized by the existence of two parallel spinors Ψ and Θ such that on
M we have

P+Υ = ϕ = P+Ψ and P−Υ = ξ ·M ϕ = P−Θ.

Differentiating the second equation with respect to any vector field X ∈ Γ(TM),
we find after using Equation (9) that

h(X) · ν · ϕ+
i

2
ξ ·A(X) · ν · P−Ψ = −1

2
A(X) · ν · P+Θ. (29)

On the other hand, we get from Equation (27) that

DSϕ =
n+ 1

2
H0ξ ·M ϕ− 1

2
ξ ·M Ω ·M ϕ =

n+ 1

2
HP−Ψ,

and,

DS(ξ ·M ϕ) =
n+ 1

2
H0ϕ+

1

2
Ω ·M ϕ =

n+ 1

2
HP+Θ.

Hence, replacing the spinor fields P−Ψ and P+Θ by their values from the above
two equations into (29), we find after a straightforward computation that

h(X) ·M ϕ+
H0

H
g(A(X), ξ)ξ ·M ϕ+

1

(n+ 1)H
A(X) ·M Ω ·M ϕ =

1

(n+ 1)H
g(A(X), ξ)ξ ·M Ω ·M ϕ. (30)

Here we used the identification between the Clifford multiplications on ΣM and
ΣN and the fact that iν · ϕ = ϕ. Now one can easily check that Equation (28)
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holds for the spinor field Υ after taking the Clifford multiplication of (30) by
the vector ξ. �

Now, we prove Theorem 3.2 for n odd.

Proof of Theorem 3.2. We remark that Equation (28) is the same as Equation
(18) when n was even but the spinor ϕ in (18) is replaced by the spinor Υ =
ϕ + ξ ·M ϕ in (28). So, we repeat the same technique applied in the proof of
Theorem 3.2 when n was even. �

Remark 3.7 The condition taken in the equality case of Theorem 3.1 can be
refined by requiring that the sectional curvature on N vanishes along planes in
TM containing ξ. Indeed, using the Gauss-Codazzi equations the Ricci curvature
on M of the vector ξ is equal to

RicMξ =

n∑
i=1

RN (ξ, ei)ei −A2(ξ) + (n+ 1)HA(ξ),

where {ei} is a local orthonormal frame of Γ(Q). Since g(RicMξ, ξ) = |h|2 [22],
we deduce that g(A(ξ), ξ) ≥ 0.

4 Rigidity results for the geometry of the man-
ifold, its boundary and the Riemannian flow

In this section, we will state various rigidity results on manifolds whose boundary
carries a particular solution of the basic Dirac equation and the mean curvature
is assumed to satisfy some condition depending on the norm of the O’Neill tensor
of the flow. These results can be seen as the foliated counterpart of the ones in
[23].

We will estimate the two terms in the integral inequality (15) involving the
2-form Ω in terms of its norm. Indeed, we have:

Proposition 4.1 Under the assumptions of Theorem 3.1, the inequality

0 ≤
∫
M

1

H

(
(n+ 1)2H2

0 + [
n

2
]|Ω|2 − (n+ 1)2H2

)
|ϕ|2dv, (31)

holds. Moreover, under the condition (n+ 1)H0 + [n2 ]
1
2 |Ω| ≤ (n+ 1)H, equality

is attained if and only if h = 0 and H0 = H. In this case, we have that A(ξ)=0
and the spinors ϕ and ξ · ϕ are respectively the restrictions of parallel spinors
on N if n is even, and if n is odd the spinor ϕ + ξ ·M ϕ is the restriction of a
parallel spinor on N .

Proof. Since the operator iΩ is Hermitian, all its eigenvalues are real. Therefore,
one can always find an orthonormal frame {ei} of TM such that

Ω =

[n2 ]∑
j=1

λje2j−1 ∧ e2j .
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Here λj are the eigenvalues of the operator iΩ. Thus, from the Cauchy-Schwarz
inequality, we get

|Ω ·M ϕ| ≤
[n2 ]∑
j=1

|λj ||ϕ| ≤ [
n

2
]
1
2 (

[n2 ]∑
j=1

|λj |2)
1
2 |ϕ| ≤ [

n

2
]
1
2 |Ω||ϕ|,

and we conclude (31) by using Theorem 3.1.
The equality holds if and only if (n + 1)2H2

0 + [n2 ]|Ω|2 = (n + 1)2H2. In this

case, the condition (n + 1)H0 + [n2 ]
1
2 |Ω| ≤ (n + 1)H allows us to deduce that

Ω = 0 which yields from (18) to h = 0 and A(ξ) = 0. When n is odd, the same
technique carries again over by using (28). �

Remark 4.2 Under the assumptions of Theorem 3.1 and the conditions (n +
1)2H2

0 + [n2 ]|Ω|2 ≤ (n+ 1)2H2 and g(A(ξ), ξ) ≥ 0, equality holds in (15). Then,
by Theorem 3.2, we have h = 0 and A(ξ) = 0.

Remark 4.3 It is an easy fact to see that if there exists a basic harmonic spinor
on the flow, that is Dbϕ = 0, the estimate∫

M

1

H

(
[
n

2
]|Ω|2 − (n+ 1)2

4
H2

)
|ϕ|2dv > 0,

holds. However, the limiting case cannot be achieved since the mean curvature
is assumed to be positive.

Next, we deduce an analogue result of the main theorem in [23, Thm. 1]:

Corollary 4.4 Let N be a compact spin Riemannian (n+2)-dimensional man-
ifold with non-negative scalar curvature, whose boundary hypersurface M has
positive mean curvature H and is endowed with a Riemannian flow. Assume
that there exist a spinor field ϕ such that Dbϕ = n+1

2 H0ϕ, where H0 is a posi-

tive basic function with H0 + 1
n+1 [n2 ]

1
2 |Ω| ≤ H. Then the vector field ξ is parallel

on M and A(ξ) = 0. Moreover, the spinors ϕ and ξ · ϕ are respectively the
restrictions of parallel spinors on N if n is even and if n is odd, the spinor
ϕ+ ξ ·M ϕ is the restriction of a parallel spinor on N .

In the following subsection, we will apply Corollary 4.4 for particular solutions
of the basic Dirac equation, namely the basic Killing spinors [14] in order to
prove Theorem 1.1.

4.1 Basic Killing spinors as solutions of the basic Dirac
equation

It is a standard fact that on a spin manifold, Killing spinors are particular
solutions of the Dirac equation. Those spinors appeared in the limiting case of
an eigenvalue estimate of the Dirac operator (see e.g. [10] and references therein)
and they are completely classified in [2]. In the following, we will consider a
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Riemannian flow defined on the boundary of a spin manifold and will assume
that it carries a basic Killing spinor, that is, spinor ϕ satisfying ∇Xϕ = αX ·Qϕ
for all X ∈ Γ(Q) and ∇ξϕ = 0 for a real number α (assumed to be ± 1

2 ). We will
prove Theorem 1.1 by considering again the two cases: n is even and n is odd.

Proof of Theorem 1.1 for n even. Note first that the existence of a basic
Killing spinor ϕ of Killing constant − 1

2 gives rise to a solution of the basic
Dirac equation with H0 = n

n+1 , since the flow is minimal. Hence, under the
assumption on the mean curvature, we deduce from Corollary 4.4 that there
exists a maximal number of parallel spinors on N (which restrict to ϕ and ξ ·ϕ)
and that ∇Mξ = 0 and A(ξ) = 0. Moreover, we find from Equations (5) and
(8) that A(X) = X for all X orthogonal to ξ. Thus, the manifold N is flat

and by the de Rham theorem the universal cover M̃ of M is isometric to the
Riemannian product R×Z, where Z is a simply connected Riemannian manifold
carrying a maximal number of Killing spinors. Therefore with the use of Bär’s
classification [2], this implies in particular that M̃ ' R × Sn. Moreover, the
fundamental group of M is embedded in the product Isom+(R) × Isom+(Sn)
where Isom+ denotes the group of isometries which preserves the orientation of
the corresponding manifold. Since n is even, we can deduce that π1(M) ∼= Z and
acts on R × Sn via (k, (t, x)) 7→

(
t+ ka,Akx

)
for some (a,A) ∈ R× × SOn+1.

This action lifts to the spin level and induces two spin structures on M which
both admit a maximal number of linearly independent − 1

2 - and 1
2 -basic Killing

spinors, see e.g. [1, Thm. 3.2].

In order to check that N is isometric to Z\R×B, where B is the closed unit
ball, we need the following lemma:

Lemma 4.5 Under the same conditions as in Theorem 1.1, the vector field ξ
can be extended to a unique parallel vector field ξ̂ on N . In particular, ξ̂ is
orthogonal to the unit normal ν along the boundary M .

Assume this lemma for a moment and consider a connected integral subman-
ifold N1 of the bundle (Rξ̂)⊥, where the orthogonal is taken in N . From the

parallelism of the vector field ξ̂, it is straightforward to see that N1 is the
quotient of a totally geodesic hypersurface Ñ1 of the universal cover Ñ (which

is complete) of N . In particular, the manifold Ñ1 is complete since it is a

level hypersurface of the function f defined on Ñ by dÑf =
˜̂
ξ (recall here

that dN ξ̂ = 0). From the fact that the universal cover is a local isometry, we
deduce that N1 is complete. On the other hand, the boundary of N1 is also
a totally geodesic hypersurface in ∂N = Z\R× Sn with normal vector field ξ,
carrying a maximal number of Killing spinors (hence it is compact but may
be unconnected). Moreover, the second fundamental form of ∂N1 is equal to
−∇N1

X ν = −∇NXν = X, which means that ∂N1 is totally umbilical in N1. Thus
from the rigidity result in [21, Thm. 1.1], we deduce that N1 is compact which
from [15, Cor. 4] or [23, Thm. 1] implies that ∂N1 is connected and is isometric

to the round sphere. Therefore N1 – and thus Ñ1 – is isometric to the unit
ball B (see [15, Cor. 5] or [23, Thm. 5]). Finally, by the de Rham theorem,

the manifold Ñ is isometric to R × B and therefore N is the quotient of the
Riemannian product R × B by its fundamental group. Since π1(N) embeds
into π1(M) (any isometry of B fixing pointwise Sn is the identity map), N is
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isometric to Z\R×B. �

Now, let us prove Lemma 4.5 that we used to prove Theorem 1.1 for n
even.

Proof of Lemma 4.5. Given any p-form ω on M the following bound-
ary problem  ∆N ω̂ = 0 on N,

J∗ω̂ = ω, J∗(δN ω̂) = 0 on M
(32)

admits a solution ω̂ (which is also a p-form) on N (see Lemma 3.5.6 in [27]).
Here J∗ω̂ denotes the restriction of ω̂ to the boundary. Using Stokes formula,
on can easily check that δNdN ω̂ = 0 (see e.g. the proof of [24, Theorem 8]).

Therefore, the form φ̂ := dN ω̂ satisfies the boundary problem dN φ̂ = δN φ̂ = 0 on N,

J∗φ̂ = dMω on M.

Given the 1-form ω = ξ[ on M , let ξ̂ be a solution of the problem (32). In the

sequel, we will show that the vector field ξ̂ is parallel on the manifold N . To
do this, we will use the Reilly formula established in [25, Theorem 3]: For any
p-form α on N with p ≥ 1, we have∫
N

|dNα|2+|δNα|2 =

∫
N

|∇Nα|2+〈W [p](α), α〉+2

∫
M

〈νyα, δM (J∗α)〉+
∫
M

T (α, α)

where W [p] is the curvature term of N in the Bochner-Weitzenböck formula
(which in our case vanishes since N is flat) and

T (α, α) = 〈A[p](J∗α), J∗α〉+ (n+ 1)H|νyα|2 − 〈A[p−1](νyα), νyα〉,

with (A[k]β)(X1, . . . , Xk) =
∑k
i=1 β(X1, . . . , A(Xi), . . . , Xk) where A is the sec-

ond fundamental form (here β is a k-form on N). By convention, we take
A[0] = 0.

The form φ̂ = dN ξ̂ is closed and co-closed on N and its restriction to the
boundary vanishes from the fact that dMξ = 0 (the vector field ξ is parallel on

M). Therefore, the Reilly formula applied to φ̂ = dN ξ̂ gives that

0 =

∫
N

|∇N φ̂|2 + (n+ 1)

∫
M

H|νyφ̂|2 −
∫
M

〈A[1](νyφ̂), νyφ̂〉.

Since the second fundamental form is equal to zero in the direction of ξ and to
the identity in the orthogonal direction to ξ, we find for A[1] that

(A[1]β)(X) = β(X) for X ⊥ ξ and (A[1]β)(ξ) = 0.

Hence, we get that

〈A[1](νyφ̂), νyφ̂〉 =

n∑
i=1

(νyφ̂)(ei)
2,
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where {ei}i=1,··· ,n is an orthonormal frame of Γ(Q). Thus, after replacing the
mean curvature H by n

n+1 , the Reilly formula reduces to

0 =

∫
N

|∇N φ̂|2 + (n− 1)

∫
M

|νyφ̂|2 +

∫
M

(νyφ̂)(ξ)2.

Therefore the form νyφ̂ vanishes on M and φ̂ is parallel on N , which means
that it has a constant norm. But using the identity |φ̂|2 = |J∗φ̂|2 + |νyφ̂|2 which

holds at any point on the boundary, one can deduce that φ̂ = 0 (recall here

that the restriction of φ̂ to the boundary vanishes). Thus we get that dN ξ̂ = 0.

On the other hand, with the help of the Stokes formula and the fact that ξ̂ is
a solution of the problem (32), one can easily prove that δN ξ̂ = 0. We apply

again the Reilly formula for the 1-form ξ̂ to get that

0 =

∫
N

|∇N ξ̂|2 + n

∫
M

|νyξ̂|2,

which gives that ξ̂ is parallel on N and is orthogonal to ν along the boundary.
Here we used that δMξ = 0 and A[1](ξ) = 0.

Finally, we would like to notice that the vector field ξ̂ is unique. Indeed, we
prove that any extension of the vector field ξ of the boundary problem (32) is

a parallel vector field on the whole manifold. Hence for any other extension ξ̂1,
the vector field ξ̂ − ξ̂1 has a constant norm (both are parallel) and restricts to
zero on the boundary. �

Proof of Theorem 1.1 for n odd. The existence of a maximal number of
basic Killing spinors of constant − 1

2 gives 2[
n
2 ] parallel spinors on N, by Theorem

3.1. However, given a basic Killing spinor ϕ of constant 1
2 which belongs to

ΣQ ' Σ+M implies by the identity (6) that ξ ·M ϕ is a solution of the basic
Dirac equation belonging to ΣQ ' Σ−M. Therefore, Theorem 3.1 assures again
the existence of 2[

n
2 ] parallel spinors on N which with the first family provides a

maximal number of parallel spinors. This forces N to be flat. The proof carries
over as in the even case with two differences: first, the only compact, connected
manifold carrying a maximal number of Killing spinors for both constants − 1

2
and 1

2 is the round sphere [3, Thm. 4]; second, one cannot deduce that Γ =
π1(M) is isomorphic to Z. �

Remarks 4.6

1. We notice that the Killing constant − 1
2 in Theorem 1.1 can be re-

placed by any constant −α. In this case, the term n
n+1 in the inequality

n
n+1 + 1

n+1 [n2 ]
1
2 |Ω| ≤ H should be replaced by 2nα

n+1 . On the other hand,
the condition taken on the mean curvature cannot be dropped. In fact,
consider in dimension 4 the example of the unit closed ball where the
boundary S3 is endowed with the unit Killing vector field which defines
the Hopf fibration over the sphere S2 of radius 1

2 . The normal bundle of
the flow (which is isometric to the tangent bundle of S2) carries a Kähler
structure and has a 2-dimensional space of basic Killing spinors of con-
stants ±1. However, we have 2nα

n+1 + 1
n+1 [n2 ]

1
2 |Ω| = 4

3 + 1
3 (1) = 5

3 > H = 1.
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2. In case n is odd, the subgroup Γ by which R × Sn is modded out is not
necessarily isomorphic to Z. Consider for instance Γ := Z × Γ2, where
Γ2 ⊂ SOn+1 is a finite subgroup consisting of rotations in orthogonal 2-
planes in Rn+1. Then Γ acts freely and properly discontinuously on R×Sn
with compact quotient.

An immediate consequence of Theorem 1.1 is when the boundary of a spin
manifold is isometric to the Riemannian product S1 × Sn (which is a trivial
fibration over the round sphere). In this case, if the spin structure on N induces
the trivial one on the boundary S1 × Sn, the flow carries obviously a maximal
number of basic Killing spinors and Theorem 1.1 applies. In fact, we can say
more:

Corollary 4.7 Let (Nn+2, g) be a compact spin Riemannian manifold with
non-negative scalar curvature. We assume that the boundary is isometric to
S1 × Sn with mean curvature H ≥ n

n+1 . If the induced spin structure on M is

the trivial one on S1×Sn, then N is isometric to the product of S1 with the unit
ball.

Proof. As a consequence of Theorem 1.1, M must be isometric to the quotient
of R×Sn by some discrete fixed-point-free cocompact subgroup Γ ⊂ R×SOn+1.
But since M is by assumption isometric to S1×Sn, the Γ-action must be trivial
on the Sn-factor, so that N is isometric to S1 ×B. �

4.2 Integrability condition of the normal bundle

In the following, we will state another rigidity results which mainly uses a previ-
ous work of B.-Y. Chen [7]. In his paper, Chen proved that given any Riemannian
submersion Mn+1 → Bb with totally geodesic fibres where M is isometrically
immersed onto a Riemannian manifold N , the O’Neill tensor of the submersion
can be bounded from above by the mean curvature of the immersion and the
sectional curvature of N . Indeed, he showed that

|h|2 ≤ (n+ 1)2

4
H2 + b(n+ 1− b) max K̃(p),

where max K̃(p) denotes the maximum value of the sectional curvature of N
restricted to plane sections in TpM. Using this estimate, we can state the fol-
lowing:

Theorem 4.8 Let (N, g) be an (n + 2)-Riemannian spin manifold of nonneg-
ative scalar curvature with connected boundary M of mean curvature satisfying

H ≥ 2n
√
2

(n+1)(2
√
2−[n2 ]

1
2 )

for n < 16 such that the sectional curvature vanishes on

the boundary M . Assume that M is endowed with a Riemannian flow given by a
unit vector field ξ. If there exists a solution ϕ of Dbϕ = n

2ϕ, the normal bundle
Q is integrable.
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Proof. Suppose that the normal bundle is not integrable, that is h is non-zero.
By Chen’s estimate we get

|h| =
√

2|Ω| ≤ n+ 1

2
H ≤

√
2

[n2 ]
1
2

((n+ 1)H − n),

which gives a contradiction from Corollary 4.4. �
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