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A NEW APPROACH OF STABILIZATION OF NONDISSIPATIVE
DISTRIBUTED SYSTEMS*

AISSA GUESMIAT

Abstract. In this paper we propose a new approach to prove the nonlinear (internal or bound-
ary) stabilization of certain nondissipative distributed systems (the usual energy is not decreasing).
This approach leads to decay estimates (known in the dissipative case) when the integral inequalities
method due to Komornik [Ezact Controllability and Stabilization. The Multiplier Method, Masson,
Paris, John Wiley, Chichester, UK, 1994] cannot be applied due to the lack of dissipativity.

First we study the stability of a semilinear wave equation with a nonlinear damping based on
the equation

u”’ = Au+ h(Vu) + f(u) + g(u') = 0.

We consider the general case with a function h satisfying a smallness condition, and we obtain uniform
decay of strong and weak solutions under weak growth assumptions on the feedback function and
without any control of the sign of the derivative of the energy related with the above equation.

In the second part we consider the case h(Vu) = —V¢ - Vu with ¢ € W1>°(Q). We prove some
precise decay estimates (exponential or polynomial) of equivalent energy without any restriction on
¢.

The same results will be proved in the case of boundary feedback.

Finally, we comment on some applications of our approach to certain nondissipative distributed
systems.

Some results of this paper were announced without proof in [A. Guesmia, C. R. Acad. Sci. Paris
Sér. 1 Math., 332 (2001), pp. 633-636].
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1. Introduction. Consider the semilinear wave equation with a nonlinear inter-
nal dissipative term,

u’ — Au+h(Vu) + f(u) +g(u') =0 in QxRT,
(P) u=0 on I xRt
u(z,0) =ug(x) and u'(x,0) = uy(x) in Q,

and the nonlinear boundary feedback,

u’ — Au+h(Vu) + f(u) =0 in QxRT,
(P') u=0 on TgxRT,
u+gu')=0 on I'; xRT,

u(z,0) =up(z) and u'(z,0) = ui(x) in Q,

where Q@ C R™ (n € N*) is an open bounded domain with smooth boundary I' and
f,g: R— R and h: R®™ — R are continuous nonlinear functions satisfying some
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general properties (see Assumptions 2.1-2.5 below). In (P’), v represents the outward
unit normal to I' = 'y U Ty, where I'y and I'; are closed and disjoint. In this paper
A and V stand, respectively, for the Laplacian and the gradian with respect to the
spatial variables, ' denotes the derivative with respect to time ¢, and Rt = [0, oo].

The main goal of this paper is to show that strong and weak solutions to problems
(P) and (P’) decay to zero when ¢t — oo and give some precise decay properties.

When h = 0 the bibliography of works in this direction is truly long. We can
cite, for instance, the works of Nakao [18, 21, 22], Kawashima, Nakao, and Ono [11],
Nakao and Narazaki [19], Nakao and Ono [20], Haraux and Zuazua [10], Pucci and
Serrin [23], and Zuazua [27], among others.

In [21], Nakao considered the following initial boundary value problem:

u — Au+p(u') + f(u) =0 in QxRT,
(P1) u=20 on I xRT,
u(z,0) =ug(x) and u'(x,0) = ui(x) in Q,

where p(v) = [v|®v, B > —1, f(u) = bulu|®, o, b > 0 (in this paper | - | denotes the
Euclidean norm in R and R"), and Q is a bounded domain of R™ (n > 1), with a
smooth boundary I' := 0. He showed that (P1) has a unique global weak solution
it0 <a<2/(n—2),n >3, and a global unique strong solution if & > 2/(n — 2),
n > 3 (of course if n = 1 or 2, then there is no restriction on «). In addition to
global existence the issue of the decay rate was addressed. In both cases, it has been
shown that the energy of the solution decays algebraically if 8 > 0 and it decays
exponentially if § = 0. This improves an earlier result obtained by the author in
[22], where he studied the problem in an abstract setting and established a theorem
concerning the decay of the solution energy only for the case a < 2/(n —2), n > 3.
Later on, in a joint work with Ono [20], this result has been extended to the Cauchy
problem for the equation

u" = Au+ N (x)u+ p() + f(u) =0,  (2,t) € R" x RF,

where p(u) behaves like |u/[?u’ and f(u) behaves like —bu|u|®. In this case the authors
required that the initial data be small enough in H' x L? norm and of compact support.
Pucci and Serrin [23] discussed the stability of the problem

v — Au+ Q(x,t,u,u') + f(z,u) =0 in QxRT,
(P2) u=0 on I'x Rt
u(z,0) = up(x) and u'(z,0) =ui(x) in Q

and proved that the energy of the solution is a Liapunov function. Although they
did not discuss the issue of the decay rate, they did show that in general the energy
goes to zero as t approaches infinity. They also considered an important special case
of (P2), which occurs when Q(z,t,u,u’) = a(t)t*u’ and f(x,u) = V(x)u, and showed
that the behavior of the solutions depends crucially on the parameter a. If |a] < 1,
then the rest field is asymptotically stable. On the other hand, when a < —1lor a > 1
there are solutions that do not approach zero or approach nonzero functions ¢(z) as
t — o0.

Messaoudi [16] discussed an initial boundary value problem related to the equation

u’" — Au+a(l+ [/ |72 +buuP 2 =0 in QxR
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where a, b > 0, m > 2, p > 2, and proved that the energy of the solution decays
exponentially. The proof of this result is based on a direct method used in [3] and [5].

Concerning the boundary feedback case, problem (P’) with h = 0 has attracted
considerable attention in the literature and, in recent years, important progress has
been obtained in this context. New techniques were developed which allow us to
stabilize a system through its boundary or control it from an initial to a final state
(controllability). There is a large body of literature regarding boundary stabilization
with linear feedback; we refer the reader to the following works: Lagnese [13], Russell
[24], Triggiani [25], and You [26]. Now when the boundary feedback is nonlinear
we can cite the works of Zuazua [28], Lasiecka and Tataru [14], Komornik [12], and
Guesmia [5], among others. For such cases, the main purpose is to obtain the same
stabilization results when a boundary feedback of the form

dyu+a(z)u+b(z)g(u')=0 on Iy xRT

is applied on a part I'; of the boundary I' of ) which satisfies certain geometric
conditions and a, b, and g are given functions, whereas no feedback is applied on the
other part of the boundary, i.e.,

u=0 on (I'\Iy)xR*.

However, when h # 0 very little is known in the literature; more general and recent
results in this direction were obtained in [2]. In this paper the authors established
well-posedness of the following large class of hyperbolic equations:

K(z,t)u" — Au+ F(z,t,u,u',Vu) = f(x)

with boundary conditions and initial data as in (P’), where K, F, and f are given
functions satisfying some hypotheses.

However, to obtain exponential stability of solutions using classical multipliers and
integral inequalities, they assumed some additional hypotheses on F' which require,
in particular, that F' is global Lipschitz with respect to its last variable, where the
Lipschitz constant is a function on ¢ and converges exponentially to 0 at oo. This
is a strong hypothesis which is not satisfied if, for example, the function F' does not
depend on time t, as in our case.

Hyperbolic-parabolic equations are interesting from the point of view of not only
the general theory of PDEs but also to applications in mechanics. For instance, the
transonic Karman equation

v —Au=0

models flows of compressible gas in the transonic region where the velocity of gas
varies from subsonic values to supersonic ones (see [2] and the references therein).

We note that stability of problems with the nonlinear term h(Vu) requires careful
treatment because we have any information neither about the influence of the integral
Jo R(Vu)u' dz on the norm

() ey = [ (0w OF + V(e ) do

nor about the sign of its derivative; that is, the energy E defined by (2.7) is not
necessary decreasing (see identities (3.2) and (5.1)). Decrease of energy plays a crucial
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role in studying the asymptotic stability of the solution, as it was considered in the
prior literature, in particular, in the works cited above.

We also observe that our problem deals with nonlinearity, which involves the
gradient combined with a nonlinear feedback. This situation was not previously con-
sidered and leads to new difficulties. In order to overcome these difficulties and obtain
energy decay estimates, we give a new and direct approach based on a combination
of some ideas given by Guesmia in [3, 4] and the multiplier technique.

In the case where h is linear we introduce a nonincreasing equivalent energy (see
(2.14)) and then, by the use of appropriate multipliers and a well-known lemma due
to Haraux—Komornik (see [12, Theorem 9.1]), the exponential and polynomial decay
estimates are proved. In the case where h is nonlinear, the introduction of a such
equivalent energy seems to be not possible. In this case, the main ingredient for
proving the exponential stability is to obtain a generalized integral inequalities of the
form

) [¢ BE(t)dt < ai(E(S) + E(T)) + as(E(S) — E(T))  Y0<S<T < oo,
VOB <asE@) V>0,

where a;, ¢ = 1,2, 3, are nonnegative constants and where E stands for the classical
energy (2.7). Then we show that if, in addition, 2a1as < 1 or a1 < as, E must
converge exponentially to 0 at co.

Notice that a positive function satisfying (*) does not necessarily converge to 0
at oo; if ajaz > 1 + agas, then the function E(t) = e%? satisfies (). As an open
question, it would be interesting to know what happens if ajaz € [%, 1 + agas| and
ay > as.

The integral result (x) gives a generalization to the Haraux—Komornik lemma,
which concerns nonincreasing functions (that is, az = 0).

The rest of this paper is organized as follows. In section 2 we establish assumptions
and state our main results. In section 3 we obtain the uniform stability of (P). In
section 4 we consider the case h(Vu) = —V¢ - Vu, where ¢ € W1°(Q) and - denotes
the scalar product in R”, and we prove some decay estimates of equivalent energy
of (P). In sections 5 and 6 we prove the same results for (P’). Finally, in the last
section we give some applications of our approach to Petrovsky, coupled, and elasticity
systems.

2. Assumptions and main results. We begin this section stating the general
hypotheses.

Assumption 2.1 (assumptions on f). f : R — R is a C! function such that
f(0) = 0 and, deriving from a potential F, that is

F(s)/osf(a)do Vs € R,

(2.1) F(s) > —as® Vs € R,

with 0 < a < ﬁ, where ¢q is the smallest positive constant (depending only on )
such that (Poincaré’s inequality)

(2.2) /|v|2dx <cp / |Vv|2d:v Yo € Hi(Q).
Q Q

Also, there exists b > 0 such that

(2.3) 2bF(s) < sf(s) Vs € R.
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Assumption 2.2 (assumptions on g). g : R — R is a C*! function, nondecreasing,
g(0) = 0, such that

(2.4) g(s)s >0 Vs # 0.
Also, there exist two positive constants ¢; and c¢o such that
(2.5) c1ls] < g(s)] < cals| Vs € R.

Assumption 2.3 (assumptions on h). h: R™ — R is a C! function such that Vh
is bounded and there exists § > 0 such that

(2.6) (I < B¢l VCeR™
We define the energy of the solution of (P) by the formula

(2.7) E(t) :/Q(yu'y% |Vu\2+2F(u)) dr,  teR".

Remarks. 1. If the function f is increasing and f(0) = 0, then (2.1) and (2.3) are
satisfied with a = 0 and b = %
2. Condition (2.1) assures the following inequality:

(2.8) 1 w11 ) e 22y < KE(E) Vit €RT,

where k = —4+— > 0. Indeed, (2.1) and (2.2) imply that

1—2aco

E(t) > / (‘u/‘z + ’Vu’z _ 20,’u‘2) dx
Q

> / <|u"2 + (1 — 2a00)’Vu|2) dx
Q

2 2
Z (1 — Q(ICO)/ (‘u" + ]Vu] ) dr = (1 — 2ac0)||(u,u')||§{é(9)xLz(Q),
Q

which gives (2.8).

3. Under Assumptions 2.1, 2.2, 2.3 and using analogous considerations like the
ones used in [2] (we omit the details), we can use Galerkin’s method (semigroup theory
is not suitable to treat degenerate problems) and prove that problem (P) possesses a
unique strong solution, u :]0, co[— R, such that

(29)  weL®(0,00f HYQ)NHAQ), ' € L2(0,00f; HE(Q)),
and
u” € L>(]0, 00[; L*()).
Moreover, supposing that {ug,u1} is in H}(Q) x L?(Q2) and using density argu-
ments, we can show that (P) has a unique weak solution u : 2x]0,00[— R in the

space

(2.10) €10, ol; H () 1 € (10, o0f: L2(2).
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Now we are in position to state our first main result.
THEOREM 2.1. Assume that Assumptions 2.1, 2.2, 2.3 hold such that b < 1 and
0 satisfies the following smallness hypotheses:

B | 2\° cocaf3
2( Co+<01> +\/a>+ 2\/5 Sl_bv

k/’\/% < 1 1 CpC2

b
or + = .
kJQ\/%’ 2 T 2 \/ﬁﬂ
Then the energy determined by the strong solution u decays exponentially. That s, to
say for some positive constants c,w, one has

8 <

(2.11) E(t) <cE(0)e "  VteRT.

Furthermore, (2.11) holds for the weak solution w.
Remark. If F is positive (for example, sf(s) > 0 for all s € R), then 8 and b can
be taken such that b > 0 and

2
g( o+(621) +(1+2k2)\/%>+ C;f;;d, B< g

ﬁ ( 2 >2 6002/8 k\/% 1 1 CpC2
= + =) + + <1, <=+ :
s\\otlg) TV 9/2 2 = 2\ V23

We consider now the case h(Vu) = —V¢ - Vu, where ¢ € WH2°(Q) and g satisfies
a hypothesis weaker than (2.5).

Assumption 2.4 (assumptions on g). g : R — R is a C! function, nondecreasing,
g(0) = 0, such that (2.4) holds and there exist four constants r, p > 1 and ¢;, ¢z > 0
such that

or

1
T
)

(2.12) ¢y min{|s

,{s|r} < |g(s)| < ca max{|s

s‘p} Vs € R,

(2.13) (n—=2)p<n+2.
We have the following stabilization result.
THEOREM 2.2. Let u be a solution of (P) in the class (2.10). Under Assumptions

2.1 and 2.4, there exist two positive constants w, ¢ such that the equivalent energy of
(P), defined by

(2.14) E(t) = / @ (|u'|2—|— |Vu|2—|—2F(u)) dx, teRT,
Q
satisfies (2.11) if r =1, and

(2.15) E(t)<c(l+t)=1  vteR*

ifr > 1.
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Remarks. 1. If we take g(s) = as for all s € R with o > 0 (that is, r = p = 1),
then we find the results obtained in [15]. On the other hand, the case of g(s) =
a(l + |s|m_2)s for all s € R with m > 2 (that is, p = m — 1 and r = 1) gives the
results obtained in [16].

2. In Theorem 2.1 we can weaken assumption (2.6) by taking § as the Lipschitz
constant of only the nonlinear part of h; that is, we assume that there exists ( € R”
such that

|h(Q)+C- ¢ <BIK] V¢ eR™

To prove this we have only to consider the equivalent energy defined by (2.14) where
o(z) = - .

3. It is possible to weaken the growth assumption (2.12) as was done for the study
of elasticity systems in [3, 7] and the Petrovsky system in [6]. In order to simplify we
shall only consider in this paper the case of assumption (2.12).

Now we are concerned by the stability of (P’). In order to obtain the estimates
(2.11) and (2.15), the following assumptions are made on I' and f. Let 2° be a fixed
point in R™. Then put

m=m(z) =z —2°, Rzmag(’m(mﬂ
e

and partition the boundary I' into two nonempty sets:
I'o={zel: m(z) v(z) <0}, I'={xel: m(z) viz)>6>0}.

Examples. Concerning the existence of such a partition of I', we can take Q as
follows:

1. If n = 1, then Q is a bounded open interval, say =]z, 22[C R, and our
geometric hypotheses are satisfied in each of the following two cases:

(l) FO = {1‘1}, Fl = {.TQ}, and IZ?O S Iy,

(i) To = {a2}, T'1 = {21}, and 20 > 2.

2. Ifn >2and Q = Q; \ Q, where Q; and €y are two open domains with
boundary I'y, and T'y, respectively, Qp C O, and ©; and Qq are star-shaped with
respect to some point z° € Qg (a domain  is called star-shaped with respect to z° if
m-v > 0 on 09), then our geometric hypotheses are satisfied.

3. If n > 2 and (Q is not of the form mentioned in the preceding example, then
in general there is no point z° satisfying simultaneously the geometric hypotheses
assumed on I'y and I'y. By applying an approximational method, one could consider-
ably weaken these geometric hypotheses, at least in dimensions n = 2, 3, by adapting
an analogous argument given by Komornik—Zuazua for the wave equation (see [12]
and the references therein).

Assumption 2.5 (assumptions on f). f:R — Ris a C! function such that (2.3)
and

(2.16) F(s)>0 Vs € R.

The well-posedness of the problem (P’) can be established by standard Galerkin’s
method (see [15]); we do not discuss this point here. We use the notations

V={veH'(Q): v=0o0n Ty} and W=HQ)NV;

we have the following;:
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1. For all (ug,u1) € W x V such that d,ug + g(u1) = 0 on I'y, problem (P’) has
a unique strong solution, u :]0, co[— R, such that

u € L(]0,00[; W), u' € L>®(]0,00[; V), and u” € L>=(]0, 00[; L*(Q)).

2. If {ug,u1} is in V x L?(Q), then (using density arguments) the solution is
weak: u : 2x]0, 00[— R in the space

(2.17) (10, 00]; V) N € (10, 00f; L*(%2)).

THEOREM 2.3. Let u be a solution of (P’) in the class (2.17). Assume, moreover,
that Assumptions 2.2, 2.3, 2.5 hold with $ small enough and b > 1 or f is linear.
Then the energy of u, defined by (2.7), decays exponentially to zero in the sense of
(2.11).

We consider now the case h(Vu) = —V¢ - Vu, where ¢ € WH>°(Q).

We have the following stabilization result for (P’).

THEOREM 2.4. Let u be a solution of (P’) in the class (2.17). Under Assumptions
2.5, 24 with p = 1, R|V¢| s < min{2,n}, and b > % or f is linear and
IV@|loo is small enough, where |Vl = max,cq |Vo(x)|, the results of Theorem 2.2
hold true.

Remarks. 1. As an example of a function f satisfying Assumption 2.5, we can
take f(s) = ys|s|? " with 4 > 0 and ¢ > 1. Condition (2.3) is satisfied for all b < %1.

2. We have many possibilities to take the function g such that condtions (2.12)
and (2.13) are satisfied, for example, g(s) = v|s|""1s if |s] < 1, and g(s) = ~s if
|s| > 1, where v > 0.

3. Thanks to (2.16), the function F' is positive, and then the usual energy (2.7)
satisfies

(2.18) /Q ([ + |Vul*) do < B).

The quantity ( ‘Vu‘Zda:)% defines a norm on V equivalent to the usual norm induced
by H'(Q); consequently, V is a Hilbert space with this norm.

4. If h is nonlinear and r > 1, we do not know if the energy of (P) and (P’) decays
polynomially to zero.

5. In the case of uniform stability (Theorem 2.1 and Theorem 2.3), our proof
allows us to obtain explicit constants ¢ and w in (2.11).

6. Theorem 2.1, Theorem 2.3, and Theorem 2.4 probably remain valid without
the smallness conditions assumed on (3, but we could not prove them.

3. Uniform decay: Proof of Theorem 2.1. To justify all the computations
that follow, we assume first that the solution is strong, and by a standard density
argument we deduce the result for weak solutions.

We are going to prove that the energy defined by (2.7) satisfies the estimate

(3.1) E(S+Ty) <dE(S) VSeRT

with 0 < d < 1 and Ty > 0. (This will be fixed later in the course of the proof.) Using
(3.1), inequality (3.9) below gives (2.11).



32 AISSA GUESMIA

We start this section by giving an explicit formula for the derivative of the energy.
A simple computation shows that

(3.2) E'(t) = fZ/QU'g(u') dr — 2/Qu'h (Vu) dx.

Multiplying the first equation in (P) by v and integrating the obtained result over
Q x [S,T], we obtain

T
(3.3) 0= /S /Q w(u” — Au+ h(Vu) + f(u) + g(u')) da dt

= {/Quu’dx}:—k/ST/Q (— |u'|2—|—|Vu|2—|—uf(u)> dx dt
+/ST/ng(u')dxdt+/ST/Quh(Vu)dacdt.

Hence, from (3.3), making use of the Cauchy—Schwarz inequality and taking assump-
tion (2.6) and property (2.2) into account, we infer

/ST/Q (|u’|2+|Vu\2—|—uf(u)) dx dt
g[/uu/d:ﬂ] / / 2|/ |” = ug(u ))d:rdt
+2§%/S /§2u|2dxdt+\g?/s /Q|h(Vu)|2dxdt
S—[/uu’dw] //Qz\u\ ~ug(u)) de di

+ﬂ\@/ /\WFdMHM/ /|Vu|2d:cdt.
2 Js Ja 2 Js Ja

Then, taking assumption (2.3) into account, from this inequality we deduce

(3.4) /ST/Q (\u'|2 +(1 - Byeo) |[Vul® + 2bF(u)> dz dt

S—{/uudm} //2|u'| ~ug(u)) ddi.

Using (2.2), (2.8), and the Cauchy—Schwarz inequality, we can easily get

‘/uudaz‘< /( Ve || +\F|u|)daz

kG
< 7\/00/ (1 + IVl ) do < 2L2 ()
2 Jo 2
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then

- [/Q uu’dx]T < k*ﬁ (E(S) + E(T)) .

S

Next, we insert this inequality into (3.4); it follows that

(3.5) /ST/Q (|u’|2 + (1 Bye) [Vul® + 2bF(u)) dz dt

< k‘ﬁ (E(S) + E(T)) +/ST/Q <2|u’\2 —ug(u’)) dz dt.

Next, we want to majorize the last term in the right-hand side of (3.5).

Estimate for f: Jo (2|w’|? — ug(w’)) da dt. Using (3.2) and the Cauchy—-Schwarz
inequality and taking the assumptions (2.4), (2.5), and (2.6) into account, it holds
that

T
2/ /\u|2dxdt<—/ /ug )dx dt
S
1 T
== (—E’(t) — 2/ u'h(Vu)da:) dt
@ Js Q

TRNREETSTE o § AV R P
SCl (E(S) E(T))+C1/s /Q <e|u + 6|Vu| dz dt;

we choose € > 0 such that % = & — By/co, that is, e = g(\/012co + 4+ ¢14/cp); then
we deduce

T
(3.6) 2/5 /Q|u’|2dxdt < é(E(S) — E(T))

+ﬂ/ST/Q<;< co+<i)2+\/%>|u’|2+;< co+(i>2—@>|Vu|2>dxdt.

Similary we have

T
—/ /ug(u')dmdt< / / ( —|—6|u|2) dx dt
s Jo
/ / C2 u'g(u) + eco| V| )dxdt

T
2 <1E’(t) f/ h(Vu) dx) dt + 7/ / |Vu|2dz dt
2¢ S 2 0

| /\
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T
< 2 (B(S) - B(T) + @/ / \Vu|2dz dt
46 2 S Q
T 1122
1
‘3/ / B + L) daar;
26 S 0 2 26/
we choose € = 3 and ¢ = —=. It follows that

(3.7) —/ST/ng(u’)dxdtg @/j/ﬂ(mhvu?)dxdt

L[ (p5(s) - Bry).

+
2\ Vs
Combining (3.5), (3.6), and (3.7), we conclude that

(3.8) (1-5( co+<2> +\F> @)/j/g(m’ﬁﬂvuﬁ)dxdt
- b/T/ 2F (u)dz dt

< (B2 L4 3l sy o (2 L LY

2 /28 2 o 22

Hence, if we take § small enough so that g(, /co+ (c )2+ /co) + 4 /C‘)C"‘f@ <1l-bas

it is assumed in Theorem 2.1, then, from (3.8) and making use of deﬁnltlon (2.7) of
energy, we arrive at

(3.9) /S " B

ky/co 1/1 1 [coeg
< =5 (B(S) + E(TD)) + 3 (61 +5 \%ﬂ) (E(S) - E(T)).

If F is positive, then we assume that %( co + (l) + /co) + C“\C}B < 1 and we
obtain (3.9) with b replaced by

b:min{b,1—§< c0+<2> +\F> c;\c/zg}

Now we return to equality (3.2). Using (2.4), (2.6), (2.8), and the Cauchy—Schwarz
inequality, we infer

E'(t) < 72/Qu’h(Vu)dx < /Q <L3|u'|2 + ;h(Vu)|2> dx
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< 6/ (|u'[? + |Vul?) dz < BEE(t);
Q
then
(3.10) E'(t) < BKE(t).

We may assume in the rest of this section that E(t) > 0 for all ¢ > 0. Otherwise
if E(tp) = 0 for some tg > 0, then from (2.8) we have u(tg,z) = u/(tg,2) = 0 in
hence v(t,x) := u(t + tg, z) solves (P) with (0,0) as initial data. By the uniqueness
of solution we conclude that v = v/ = 0; hence E(t) = 0 for all ¢ > ¢¢ and then we
have nothing to prove.

Now by Gronwall’s lemma, we conclude from (3.10) that

(3.11) E(t) <ePPTE(r)  YO<7<t< oo

On the other hand, (3.10) implies that

(3.12) By > -2

il _ o Bk(t—T) <7< .
_ﬁkat((l e )E(t)) VO<T<t< oo

Now we distinguish two cases (corresponding to the hypothesis assumed on f in
Theorem 2.1).

Case 1. B < Wif/a We fix

_ k2
(3.13) Ty > B—;IH <1 — g b\/a>

From (3.12) with 7 = .S we have

S+Tp 1
/ Et)dt > —(1 — e PO E(S + T).
s Bk

Combining this inequality and (3.9) with T'= S + T}, we arrive at

1 I B S LT WAV
<ﬁk(le )+b<cl+2 \/56) 5 )E(S+To)

(A1)

Thanks to our choice (3.13) of Ty, we have

1 _ k,/CO
_ »—BETo .
ﬂk(l e ) > o

then we obtain (3.1) with

11,1 ky/co
5<*+§ %E)JF W
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We note that if a nonnegative function £ : R™ — R* satisfies the estimate (3.1),
then it also satisfies (2.11). Indeed, let t € R™; then t = mTy + to with 0 < ¢y < Ty
and m € N. From (3.1) and taking (3.11) with ¢t = ¢, and 7 = 0 into account, it holds
that

E(t) < dE((m — 1)Ty + to) < --- < d™E(to)

BKT,
S d%(t tO) ﬁktoE<0) S € d OE(O)e%Odt’
then we deduce (2. 11) where ¢ = eﬂZTO and w = 1;1:
Case 2. k‘é? <z L3 f}” Inequality (3.9) implies that

T

/ Et)dt < agE(S) Y0<8<T < oo,
S

g+

k\/a_i_

CoC2

NoT: ). Let T go to oo; we deduce

where ag =

(3.14) fs T Bt < agB(S)  ¥S > 0.

(S) = /:O E()dt, S >0.

It is positive and nonincreasing. Differentiating and using (3.14), we find that
1
P'(8) < ——(9),
ao

1 . . . . .
hence (In(4(5)))" < — . Integrating in [0, S] and using (3.14) again, we obtain that

Introduce the function

(3.15) $(S) < apE(0)e 5 VS > 0.

On the other hand, F being nonnegative and satisfying (3.12) (with 7 = 5), ¥(5)
may be estimated as follows: let Ty > 0,

ws)> [ R / T LD (4 e p) a

Bk Ot
1 — ¢=BKTo
= ——FE(S+1Tp).
B (S +To)
Therefore, taking t = S+Tp and choosing Ty = i + In(14-Bkao) (for which the quantity

% reachs its minimum), hence we deduce from (3.15) the estimate

(3.16) E(t) < (1+ Bkao) T 7w E(0)e 50! Wt > Tp.
This inequality holds, in fact, also for ¢t € [0,Tp]. Indeed, by (3.11) with 7 = 0, we
have
E(t) < PP E(0) < e P* )T B(0)e "0 = (1 + Bkag)'t Fra0 B(0)e .
Then (3.16) holds true for all ¢ > 0 and hence the inequality (2.11) follows with

¢ = (1+ fkaop) 7% and w = ai
This concludes the proof of Theorem 2.1.
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4. Energy decay estimates: Proof of Theorem 2.2. For the proof of Theo-
rem 2.2 which concerns the stability of (P) in the particular case h(Vu) = —V¢ - Vu,
with ¢ € W1%(€), we are going to prove that the equivalent energy E defined by
(2.14) satisfies, for any 0 < S < o0,

(4.1) /S T B ()dt < cB(S).

Here and in what follows we shall denote by ¢ diverse positive constants, by € diverse
positive constants small enough, and by c. diverse positive constants depending on e.
(All these constants do not depend on S.) The inequality (4.1) gives (2.11) and (2.15)
(see [12, Theorem 9.1]).

Using the first equation of (P) and the boundary condition, we can easily prove
that the equivalent energy FE satisfies

(4.2) E'(t) :_2/Q Y@/ g(uYdx,  teRF.

Assumption (2.4) implies that the equivalent energy is nonincreasing. Given 0 < S <
T < oo arbitrarily, integrate (4.2) between S and T to get

(4.3) //Wug dx—%( (S) — E(T)).

We multiply the first equation of (P) by E"T ()e?®y and integrate over Qx [S,T]
to get

(4.4)

)e?@) (|u| +|Vu| +uf( )) dzdt

)e? @) (Q‘u ’ )) dzdt

[ ==

T

e

The last two terms of (4.4) can be easily majorized by cEF (S) (see [3] and [5]). We
follow now the proof given in [5]. We note ¢ = p + 1,

t)E' (t)e® @ uu' dedt — [/ E™T (t)e ¢(’”)uu’da:dt}
S

T={zeQ: |[v[>1}, and Q =0\Q".

We exploit the Cauchy—Schwarz, Holder, and Young inequalities and the Sobolev
imbedding H}(Q) C L4(Q) to get

T
f/ / E%(t)e¢(m)ug(u')dxdt
S Q+
T r—1 %
S/ E= (t)e‘i’(””)(/ |u|qu> (/
S Q+ Qt
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T S q 1_;’_%
g/ E= (t)e (w)(/ |u| dx+c6/ ‘g(u/) dx)dt
O+ Q+
(t)dt + cc BT ( // @/ g(u')dadt
O+

<e/ EF ()t + e (BF(8) - EF(T)).

<e€

On the other hand, using the growth assumption (2.12) and Poincaré’s inequality, we

have
T r—1
—/ / E7 ()e?@ug(u)dzdt
s Jo-

e?@) (e/ |u’2dm+ce/ g%u')dm) dt
- a-

T T 2
< e/ E%(t)/ e¢(x)|Vu|2d:cdt + Ce/ E%(t) (e¢(z)u’g(u’)) " dadt
s a- s Ja-

< e/T E™T (t)dt + c. (E(S) — E(T)).
S

Taking the sum of the last two inequalities and substituting it into the right-hand
side of (4.4), using (2.3), and choosing € €]0, b[, we obtain that

/ EF dt<c(E%(S +c/ /E“ )e?@ |u'|*dadt.

Using another time (2.12) and (4.3), we have

/ I)|u | dxdt < BT / / u')dxdt
Q+ Q+

r+ r+1
<T>) .
In the same way, using Young’s inequality, we get

<c (ET(S) — B
/ / ¢($)‘u ’ dzdt < c/ = 7 (1) (e(b(z)ulg(ul)) ™ dadt

ge/ dt+c// e?@/ g(u)dadt
< _

<e /T E™ (t)dt + c. (E(S) — E(T)).
S

Substituting the sum of these two estimates into the right-hand side of (4.5), choosing
€ small enough, and letting T go to oo, we obtain

1)dt < ¢ (1 n E%(O)) E(S) < cE(S);

then (4.1) follovvs, which gives (2.11) and (2.15) and finishes the proof of Theorem 2.2.
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5. Uniform decay: Proof of Theorem 2.3. In this section we prove the ex-
ponential decay of energy (2.7) for strong solutions of (P’), and by a density argument
we obtain the same results for weak solutions.

The proof is similar to the one given in section 3.

Using the first equation in (P’) and the boundary conditions, we can easily prove
that

(5.1) E'(t) = —2/F u'g(u')dx — 2/ u'h (Vu) dz.

Q

Using Assumptions 2.2, 2.3, and 2.5, from (5.1) it holds that (see section 3)
E'(t) < 72/ W'h (V) de < 5/ (|u’|2 + |w|2) dz < BE(1);
Q Q

then E satisfies (3.11) and (3.12) with £ = 1 (see (2.18)). Following the proof given
in section 3, it is sufficient to prove that, for all 0 < § < T < o0,

T
(5.2) /S E(t)dt < a(E(S) + E(T)) + a(E(S) — E(T))

with @, & > 0 and 28a < 1 or @ < a. Then the proof can be completed as in section 3.
To prove (5.2), let ¢y €]0,1[ (will be chosen later in the course of the proof); we
multiply the first equation in (P’) by
2m - Vu+ (n — ey,

integrating the obtained result over Q2 x [S, T and using the boundary conditions. We
are going to estimate the terms of the result formula. We have

T
I = / / u” (2m -Vu+(n— eo)u>dzdt
s Ja
T T
- {/ u <2m -Vu+ (n— eo)u)dx} — / / (m V() + (n —€) |u’|2)dxdt
Q s Js Ja
’ 2 ’ 2
= 60/ / |u'|” dzdt —/ / (m-v)|u|” dldt
s Ja s Jry

o [ ome v o]

We estimate the last term in this inequality; we have

S

/Q(Qm Vu+ (n— €o)u)2dx - / (2m - Vu)da

Q

= /Q ((n —e0)? [ul* + 2(n — eo)m - V(u)z) dz
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= /Q ((n —€)?|ul* = 2(n —e)n |u|2) dz +2(n — 60)/ (m - v) |ul* dT’

Iy

:(eo—l—n)(eo—n)/ﬂ\u|2dx+2(n—eo)/F (m - v) |[ul*dl’

1

<2(n—e)R [ |udl;
I

then
2
(5.3) / <2m -Vu+ (n— 60)u> dx < / (2m - Vu)?dz + 2(n — eo)R [ |ul*dr.
Q Q r,
Since, for all € > 0,

’/ <2m -Vu+ (n— 60)u> u’dm‘
Q

1
< E/ /| da + (/ (2m - Vu)?dr +2(n — )R |u|2dF>
2 [e) 2¢ O

ry

2 2
< / (6 |u’|2 + 2 |Vu|2dx) + E(n - 60)5/ Vul® de,
o \2 € € Q

where ¢ is the positive constant satisfying (Poincaré’s inequality)

lv[2dT < 5/ \VolPde  YvelV.
IR Q

Choosing € = 2\/R(R + £(n — €)), we obtain

’/Q (2m Vudt (n— eo)u)u'dx‘ < \/R(R + g(n - 60)> E(t) == a1 E(t).

Then we deduce

T T
(54) I > —ai(E(S)+ E(T)) = R / /2 dTdt + e / o' |2 davdt.
S Iy S Q

On the other hand, taking the generalized Green formula and recalling the identity
2Vu - V(m - Vu) = 2|Vul> + m - V(|Vul?)

(note also that on I'g we have Vu = J,uv), we infer

T
I ::/ /(—Au)(?m-Vu—i—(n—eo)u>dxdt
S Q
T T
- (2—60)/ |Vu|2dxdt—/ / (m 1) |Vul? dTdt
s Ja s Jrg

# [ () 90 = 0= a2 g
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Using the definition of I'y and T'y, we deduce

T
I, > (2- 60)/ Vu|? dadt
S JQ

T R2
+/ / (5 IVul” — (n — e)ud,u — & |Vu|” — 6(3yu)2) ddt;
I'y

S

then

(5.5) I > (2—60)/ST/Q|Vu|2dmdt—/ST /F ((n—eo)u&,u—kJf(ayu)2>dfdt.

Similarly, using (2.6), (5.3), and the Cauchy—Schwarz inequality, we have

I3 := /ST /Q h(Vu) <2m -Vu+ (n— eo)u>dxdt

>——/ /h2 Vu dwdt——/ (4R2/ |Vul® dz + 2( n—eO)R |u| dF)

we conclude that

T T
(5.6) Is > —2ﬁR/ / \Vul|? dedt — é(n - 60)/ / |u|® dTdt.
s Ja 2 s Jry

Using (2.3) and the fact that F' is nonnegative and F'(0) = 0, we obtain

1y = /ST /Q f(u) <2m -Vu+ (n— eo)u)dxdt

(n —e€p) / /2F dxdt+/ /2m V(F(u))dzdt
> ((n—€)b —n/ /2F dxdt—i—/ / (m - v)F(u)dldt;
I

then we deduce

T
(5.7) I, > ((n—e)b—mn) /S /QQF(u)dxdt.

Now we distinguish two cases.

Case 3. If b > 1, then assuming that SR < 1 and choosing ey = min{l —
ﬁR n} we deduce that min{eg,2 — €9 — 28R, (n — €9)b — n} = 9. Combining
(5. 4) (5 7), taking the fact that Iy + I + Is + I, = 0 in account, we obtain

€ /;/ﬂ(h/f—&—|Vu2+2F(u))datdtgal(E(S)—i—E(T))
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/ /F <R| (” — o) [uf® + (n — co)ud,u+ - (8 u) )drdt.

Case 4. If f is linear, f(s) = as for some positive constant «, then b = 1 and we
conclude from (5.7) that

T T T
I, > *60/ /2F(u)dxdt:eo/ /QF(u)dl'dt72€0/ /QF(u)dxdt
s Ja s Ja s Ja
T T
:60/ /2F(u)dxdt—2eoa/ /|u|2dxdt
s Ja 5 Ja
T T
> e / / 2F (u)dadt — 2epaé / / |Vul|? dadt,
s Ja 5 Ja

where ¢ is the smallest imbedding positive constant satisfying
(5.8) / o de < c/ Volde VeV
Q Q

Assuming that B3R < 1 and choosing ¢y = 1+ac , then min{eg, 2 —ep — 28R —2¢paé} =
€o and the same inequality obtained in Case 3 holds true.
We now use the boundary condition on I';; we have in both previous cases

(5.9) € /S " Byt < ar(E(S) + B(T))

T 2
+/S /F1 (R ‘U/|2 + R?gz(u/) + g(n — 60) |u|2 _ (TL _ eo)ug(u/))dl—‘dt

Using (5.1), the Cauchy—Schwarz inequality and taking the assumptions (2.4), (2.5),
and (2.6) into account, it holds that

/ /1“1(R|u|2 & (u ))da:dt<(§+62>/ /Flug \dz di
(i + If@) /S ' (—E’(t) -2 /Q u’h(Vu)dm) dt

< 1(R + P;@) (E(S) — BE(T)) + 2(R 4 R202> / / WP + (V) de di;

2
we note ag 1= %(E + RTCQ) and deduce

(5.10) /F <R|u’|2 + }2292(1/)) drdt < as (E(S) — E(T)) + ﬂag/s E(t)dt
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Similarly, we have

n-a [ (G = uata) Yo
<y [ [ G+ 6+ o) doa
<y [ [ (ot + @+ ) s
- (_;E« - [ a

%(ﬂ‘FG)(Tl*GO / / |Vul|*dx dt

C

T
< Zn— ) (E(S) - BO) + 30+ —a)e [ [ [Vuldsa

122 1
b \Vul|? + —|u/|* | dz dt,
2¢

+;26(”€0)/ST/Q<62

we choose € = f3 c;gl’ e = B%f’ and we note az := 3(n — €) \CfCQB’ = (n —
B¢ cc
€)(5 + \2[) It follows that
T
(5-11) (n — 60)/ / <|ul|2 — ug(u/)) dx dt
s Jri\2
T
< a4/ E(t)dt + a3 (E(S) — E(T)).
s

Combining (5.9), (5.10), and (5.11), we have
T

(5.12) (co — Bas — as) / B(t)dt
s

< ay (BE(S) + E(T)) + (a2 + a3) (E(S) — E(T)) .
If B is small enough so that 20a; < a5 := €y — Bas — a4, that is,
min{l — SR, b_Hn} ifb>1,

B(Zal +a2)+a4<e(): { _BR
1+aé

if f is linear

(note that 3(2a1 +a2) +as goes to 0 when 3 goes to 0), we conclude (5.2) with a = &%
and a = #2198 We fix then Ty > 5 In(1 — 28a). Using (3.12) with 7 = S, we have

S+To
/ E(t)dt > L(1— e #T0)E(S + Th).
S

> 1
B
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We insert this inequality into (5.2) with T'= S 4+ Tj and obtain

1

(5(1 —e P10y 4 — a) E(S+Ty) < (a+a)E(S).

Thanks to the hypothesis on T, we have %(1 —e~PT0) > 2@, which implies (3.1) with
_ a+a

d= 1oyt a

If Bas + aq < €9 and a1 < ag + ag (that is, \/R(R—i— %(n —€)) < %(% + RTzcg) +
1(n—e) \Cfc"’ﬁ) we conclude from (5.12) that (3.14) follows with aq = @+a2+a,
Then in both cases the proof of Theorem 2.3 can be completed as in section 3.

6. Decay estimates: Proof of Theorem 2.4. To prove Theorem 2.4, which
concerns the stability of (P’) in the particular case h(Vu) = —V¢ - Vu, with ¢ €
Whee(Q), it is sufficient to prove that the equivalent energy E defined by (2.14)
satisfies (4.1) (see section 4).

In this section, we shall denote by ¢ diverse positive constants, by e diverse positive
constants small enough (which can be changed from a line to another), and by c,
diverse positive constants depending on e.

A simple computation shows that

(6.1) E'(t) = —2/ @/ g(u')de, teRY.
ry

Assumption (2.4) implies that the equivalent energy is nonincreasing.
We fix ¢y > 0 and we multiply the first equation in (P’) by

r—1

E™= (t)e?® (2m -Vu+(n— 60)u>,

integrating the obtained result over Q2 x [S, T and using the boundary conditions. We

have
T
Il = /
S

- UQ ET(t)e¢<m>u'(2m-vu+(neo)u)dx}
—T;I/Z i
/

)e?@ (eq +m - Vo) [u| dazdt—/

1)e? @y (2m -Vu+ (n— eo)u) dxdt
T

S

E'(t)e?™ (2m -Vu+ (n— eo)u) dxdt

)ed®) / (m V() + (n—e) |u’|2)dxdt

= (4)e?@ (m - v) |/ |? dTdt

I,

/ E7 (t)e?@y (Qm -Vu+ (n— eo)u) dw}z

r—l/T
2 s Jry

E'(t)e?®) (2m -Vu+ (n— eo)u) dxdt.
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The last two terms of this equality can be easily majorized by cE %(S); then we

deduce
/ / |u| dl'dt
IS

(eo — RIVéc) / / B2 (£)e?® /| davdt.

(6.2) I >

On the other hand, taking the generalized Green formula (see section 5), we infer

T

T t)e? @ (—=Au — V¢ - Vu) (Qm -Vu+(n— eo)u> dxdt

T T
:(2—60)/ /E 2 (1)) |Vl dedt — / B (0% (m - v) [Vu|? dTdt
Q

o )

Using the definition of I'y and T'y, we deduce

((m V) |[Vul® = (n — eo)ud,u — 2(m - Vu)al,u) dl’dt.

T
6.3) b >(2—c) / #®) |Vuf? dudt
S

T
—/ E™= (t)e?® ((n — €o)udyu + — 7 (8 u) )dth.
s Jr,

Using (2.3) and the fact that F' is nonnegative, we obtain

I3 _/ /E 1)e?@ f(u )<2m~Vu+(n—eo)u)dscdt

(n — ) //2E e?@F(u dxdt+//

//nfeo —n—m-V¢)2ET (£)e?@ F(u)dzdt

o

(6.4) Iy > ((n—eo)b—n — R||V¢||oo)/s /QQF(u)dxdt.

e?@m .V (F(u))dzdt

¢@) (m - v) F (u)dDdt;

then we conclude that

Thanks to the assumptions in Theorem 2.4, we have the following.
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Case 5. If R||V¢|x < min{2,n} and b > %, we can choose ¢ €
IRV 6o, min{2,n — “HELCl= 1] and then

min{eg — R||VP||s0,2 — €0, (n — €0)b — n — R||VP||o} > 0.

Case 6. If f is linear, f(s) = as for some positive constant a, then b =1 and we
conclude from (6.4) that

T
Is > (—e 7R||V¢||oo)/s /QQF(u)dxdt

= (60—R|V¢|m)/gT/§22F(u)dxdt—260 /ST/QQF(u)dxdt

T T
_ (eo—RHV¢HOO)/ /QF(u)dxdt—Qeoa/ /|u\2dxdt
S Q S Q

T T
> (eofRHngHOO)/ /2F(u)dmdt7260aé/ / |Vu|® dzdt,
S Q S Q

where ¢ is the positive constant defined by (5.8). Then, assuming that R||V¢| e <
ﬁ and taking ey €]R||V@| oo, ﬁ[, the quantity min{eyg — R||Vé|/0,2 — (1 +
2aé)eg }t is positive.

Combining (6.2)—(6.4), taking the fact that Iy + I + Is = 0 into account, and
using the boundary condition on I'y, we obtain in both previous cases

r4+1

T -
(6.5) /S [ B i< 2 (5)

T
+c/ / E%“(t)e¢<m>(|u’|2+92(u')+|ug(u’)|)drdt.
S I

We now estimate the last term of (6.5). We exploit the Cauchy—Schwarz inequality
and the Sobolev imbedding V C L?(T';) to get

/ |ug(u’)\df§e/ \u|2df+c€/ g2(u’)dF§eE(t)+c€/ g*(u)dr.
Ty ' I

Iy

Substituting this inequality into the right-hand side of (6.5) and choosing € > 0 small
enough, we obtain that

T r+1 r+1
(6.6) /S /Q E= (t)dt < cE™= (S)

T
+e / BT (t)e?® (|u'|2 + gg(u’)>d1"dt.
S I

We follow now the proof given in section 4. We note

I ={zel: |v|>1} and I'" =T \TH.
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By (2.12) and (6.1) we have

T
/ e‘i’(””)(|u’|2 + 9% (u ))dxdt <cE= / / @ g(u')dxdt
s Jr+ -

7+1

<ec (E%(S) g (T)) .

In the same way (using Young’s inequality), we get

2
/ / )e?@) <|u ’ + g%( da:dt < c/ / ¢7(:r) "g(u ’)) " dadt
T T
< e/ E= (t)dt + CE/ / e? @/ g(u')dadt
S sJr-

< e/ B (0)dt + e (E(S) — E(T)).

Substituting the sum of these two estimates into the right-hand side of (6.6), choosing
e small enough, and letting T' go to co, we obtain (4.1). This finishes the proof of
Theorem 2.4.

Remark. Using the method developed above, the same results can be easily
obtained if we replace the first equation in (P) by

U — Au+ q1(2)h(Vu) + q2(z) f(u) + gz (z)g(u') =0 in Q xR,
and the first equation and the boundary condition on I'; in (P’) by

v —Au+qi(z)h(Vu) + @2(z) f(u) =0  in QxR
Opu + qa(z)u + gz(x)g(v') =0 on Iy xR,

where ¢; : © — R are bounded functions such that gz(x) > 0, qa(z) > 0, g3(z) >
ag > 0. If g4(z) > by > 0, we may take T'g = ().
We define the equivalent energy of (P) and (P’), respectively, by

o /12 2
(6.7) E(t):/ﬂe @) (\uy + |Vl +2q2(ac)F(u)> dz,
= [ @ (|| ul’ o(z)F(u) ) dz e#@ [y
(6.8) E(t) /Q (] + |vuf* + 202(2) P (w)) @ +/F1 |u|dr

if h(Vu) = —Vé¢ - Vu with ¢ € W1>(Q), where ¢ € WH°(Q) satisfying Vi =
0 (z)Vo.

In the general case, we assume that 3||q; || is small enough as in Theorem 2.1
and Theorem 2.3, where f3, ¢1, and cq are replaced by 3|¢1]/c0, @oc1, and cz||g3]] oo,
respectively, and we define the energy of (P) and (P’), respectively, by (6.7) and (6.8)
with ¢ = 0. In order to get ride of the lower-order term, which is fl‘l ‘u|2dF, we use

the solution of an auxiliary elliptic problem as an additional multiplier (see [4, Lemma
4.2]).
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7. Some applications of our method. In [6], we considered the following
Petrovsky system:

u” + A%u+ q(z)u + g(u') =0 in QxR*,
(7.1) u=0,u=0 on I'xRT,
u(z,0) =up(xz) and u'(z,0) =wuy(x) in Q,

where ) is a bounded domain in R™ (n > 1) with a smooth boundary T" and v is the
outward unit normal vector to I'. For g continuous, increasing, satisfying g(0) = 0,
and ¢ : © — RT a bounded function, we proved a global existence and a regularity
result. We also established, under suitable growth conditions on g, decay results for
weak, as well as strong, solutions. Precisely, we showed that the solution decays
exponentially if g behaves like a linear function, whereas the decay is of a polynomial
order otherwise. Similar results to the above system, coupled with a semilinear wave
equation, have been established by Guesmia in [5]. In [17], Messaoudi studied the
problem

u”+A2u+au’|u’|m72 fbu|u|p72 =0 in QxRT,
u=0,u=0 on I'xRT,
u(z,0) =up(x) and u'(z,0) =ui(x) in Q,

where a, b > 0 and p, m > 2. This is a similar problem to (7.1), which contains a
nonlinear source term competing with the damping factor. He established an existence
result and showed that the solution continues to exist globally if m > p; however, it
blows up in finite time if m < p. In this paper no result of stability was announced.
In [7], we obtained some stabilization results of the following elasticity system:

wj —0ij; + gi(ug) =0 in QxRF,
(7.2) u; =0 on I xRT,
' ui(z,0) =ul(z) and u(z,0)=u}(z) in
1=1,...,n,
where the unknown u = (uq,...,u,) : Q@ — R". Here, 04 = Zgzl %‘;1:, oij =

SRy Gigmisiss S5 = (i i), vy = G5, ug = 55, and agg € WH(Q). We
proved some decay estimates which are crucially dependent on the behavior of the
damping g; at the origin and infinity. In [8], we extended these results to the case
of localized dissipations; that is, the damping is effective only in a neighborhood of a
suitable subset of the boundary.

In [4], we considered the problem of exact controllability and boundary stabi-
lization of elasticity systems with coefficients a;jr; depending also on time ¢. The
stabilization results obtained in [4] were generalized in [3] to the nonlinear feedback
case. The results obtained in [3] and [4] improve and generalize some ones obtained
earlier by Alabau and Komornik [1] in the case where g; is linear and a;;5; = const.

The decrease of energy plays a crucial role in studying the asymptotic stability of
the systems cited above. The situation of nondissipative systems (that is, the energy
is not decreasing) was not previously considered.

Using the method developed in previous sections, we can extend Theorems 2.1-2.4
to the following more general nondissipative problems.
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7.1. Petrovsky system.

W+ %t qu(@)h(A) + () f(0) + as(x)g(w) =0 i QxR
u=0,u=0 on I'xRT,
u(z,0) =up(x) and o'(x,0) = ui(x) in Q,

where h, f, g : R — R are three given functions satisfying Assumptions 2.1-2.5 and ¢;
are three given functions defined as in the remark above. Here ¢y > 0 is the smallest
imbedding positive constant (depending only on 2) satisfying

/|v|2dx§co/|Av|2dx Yo € HZ(Q).
Q Q
The energy and the equivalent energy are, respectively, defined by
12 2 n
E(t) = (|u >+ |Aaul® + 2q2(:c)F(u))dx, t e RY,
Q
in the general case, and
E@®) = / e @) (‘u’}g + ’Au’Q + 2q2(x)F(u)>dx, te Rt
Q

if h(Au) = —¢(x)Au, with ¢ € L°(Q), where p € W2°°(Q) satisfying Ap = q1(z)¢(z).

7.2. Coupled system. We consider the nonlinear coupled wave equation and
Petrovsky system:

uy 4+ A%uy + qi(x)ha(Aur) + g2(x) f1(ur)

+ g3(x)g1(u)) + a1(z)ug =0 in QxRF,
u’2' — Aug + l1(l‘)h2(VUQ) + l2($)f2(u2)

+ l3(x)g2(uh) + az(z)u; =0 in QxRT,
Uy =u; = Opu; =0 on I'xRT,
ui(z,0) =ud(z) and u(z,0)=ul(z), i=1,2 in Q,

where a1, az are two bounded functions with norms small enough (see [5]) and the I,
hi, fi, and g; are given functions defined as ¢;, h, f, and g, respectively.

If hi(Auy) = —¢1(x)Auy and ha(Vug) = —Vas - Vug with ¢1 € L®(Q2) and
By € WH(Q), then we assume that a1 (z)e?*(®) = ay(z)e?>(*) | where p; € W22 (Q)
and @o € WH°(Q) satisfying Ap; = q1(z)¢1(z) and Vg = I1(2)Va; we define the
equivalent energy by

(7.3) E(t) = /Qew(m (lat |* + [Aw]* + 202(@) Fy (un) ) de

—l—/ e%ﬂz(x)(’u’2|2+ |Vu2|2+212(x)F2(u2))dCL‘+2/ e?1®)a (2)ugugde,
Q Q

which is nonincreasing,
E'(t) = _2/ (ewaj)%(x)u'lgl(ui) + 6“020”)13(56)11’292(“/2)) <0.
Q

In the general case, we assume that a;(z) = az(z) and we define the energy by (7.3)
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7.3. Elasticity systems. We are interested in the precise decay property of the
solution for elasticity systems:

ugl — 04,5 T C]1,i(x)hi(0'i1, .. 7Uin)
+ q2i() fi(uwi) + gz.4(x)gi(uj) =0 in QxRY,
(7.4) u; =0 on I'xRT,
ui(z,0) = ul(z) and wul(z,0)=ul(z) in Q
1=1,...,n,
with the same notations as before. Here for i = 1,...,n, h;, f;, and g; satisfy the

same hypothesis as h, f, and g in section 2, respectively, and q; ;, ¢2,;, and g3 ; are
defined as q1, g2, and g3 in section 7.1, respectively.
We define the equivalent energy of (7.4) by the formula

i=n j=n
E(t) = /QZe‘Pi(QC) <‘u;’2 + Z 0ijEij + 2q2,i(x)Fi(ui)) dx,
=1 j=1

where p; = 0 if h; is nonlinear, and if h; is linear, h;({) = —V¢; - ¢ for all { € R™
with ¢; € WHo°(Q), then we take p; € WH°(Q) such that Vy; = q1 ;(z)V¢;. In the
case where all the functions h; are linear, our system is dissipative:

E'(t) = —Q/QZ e? @) gs s(x)ulgs (u))da < 0.
i=1

We obtain the results of Theorem 2.1 and Theorem 2.2.

Under some geometric condition as in [3], the results of Theorem 2.3 and Theorem
2.4 can be easily proved in the case of boundary feedback; that is, we consider the
homogenous Dirichlet condition on I'y, and we consider the following one on T'; (see

[3]):
j=n
Z 0ijVj + qai(®)u; + gs,i(x)gi(u;) = 0.
j=1

Remark. The method developed in this paper is direct and very flexible; it can be
applied to various nondissipative problems (elasticity, thermoelasticity, Kirchoff, von
Karman, coupled systems, ...) with an internal or a boundary feedback, and it can
generalize the decay estimates (known in the dissipative case) to the nondissipative
one.

Open questions. The main restrictive assumptions under which the stability
results are valid are the smallness conditions on § (defined by (2.6)) assumed in
Theorems 2.1, 2.3, and 2.4. In the case of nonlinear function h, these assumptions
are required to obtain the inequalities (%) (given in the introduction). In Theorem 2.4
(stability of (P") with h(Vu) = —V¢-Vu), the smallness assumption on 3 is required
to absorb some terms caused by the use of the second multiplier m - Vu. It would be
interesting to know if the stability estimates still hold true under weaker assumption
on [, using more sophisticated tools, for example, general multipliers. And if it is not
the case, it would be interesting to know if other weaker stability estimates can be
obtained.

Another important aspect of the case of nonlinear function A is assumption (2.5)
imposed on the damping g. It would be interesting to prove the same polynomial
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stability (obtained in the case of linear function h) under the weaker assumption
(2.12). With this perspective, it would be interesting to look at what we can conclude
at oo on a positive function satisfying the following inequalities more general than (x):

Jo Bo(t)dt < a1 (E(S) + B(T)) + a2(E(S) — E(T))  Y0< S8 <T < oo,
E'(t) <azE(t) Vt>0,

where a;, i = 0, 1,2, 3, are nonnegative constants.
It would also be very interesting (particularly from the point of view of applica-
tions) to explore a more general class of hyperbolic equations based on the equation

K(z,t)u'" — Au+ F(x,t,u,u’, Vu) = 0,

where K and F are given functions and Au = 7' 0y, (ai;(x,1)0,;u) is a second-
order elliptic differential operator with smooth coefficients a;;.
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