A NONLINEAR SCHRODINGER EQUATION WITH FRACTIONAL NOISE

AURELIEN DEYA, NICOLAS SCHAEFFER, AND LAURENT THOMANN

ABSTRACT. We study a stochastic Schrodinger equation with a quadratic nonlinearity and a
space-time fractional perturbation, in space dimension d < 3. When the Hurst index is large
enough, we prove local well-posedness of the problem using classical arguments. However, for
a small Hurst index, even the interpretation of the equation needs some care. In this case, a
renormalization procedure must come into the picture, leading to a Wick-type interpretation
of the model. Our fixed-point argument then involves some specific regularization properties of
the Schrodinger group, which allows us to cope with the strong irregularity of the solution.

1. INTRODUCTION AND MAIN RESULTS

1.1. General introduction. In this paper we study the following d-dimensional stochastic
Schrédinger equation with a quadratic nonlinearity and a space-time fractional perturbation:

{z@tu—Au:pZIUP—i—B, te[0,T), zeRY, (1.1)

Ug = ¢7
where p : R — R is a smooth cut-off function in space and B stands for the derivative of a
space-time fractional Brownian motion of Hurst index H = (Hy, ..., Hq) € (0,1)41,

We first show that, when 2H0+Z‘f:1 H; > d+1 (the so-called regular case), the interpretation
and local well-posedness of ((1.1) can be derived from quite direct arguments, based on a first-
order expansion and the use of Strichartz inequalities.

The equation behaves less favorably when 2H +Z§l:1 H; < d+1 (the irregular or rough case).
In this situation, we first need a Wick-type renormalization procedure in order to interpret the
model. The fixed-point argument then relies on the smoothing properties of the Schrédinger
equation, and in particular on its local regularization effect.

We can loosely sum up our results as follows (see the subsequent Sections for precise
statements).

Theorem 1.1. Assume that 1 < d < 3 and set agr == (2Ho + >0, H;) — (d+1). The following
picture holds true:

(i) Case ag > 0. The equation (1.1)) is almost surely locally well-posed in Hﬁ(Rd) for some
6> 0.

(ii) Case ag < 0. There exists ag < 0 such that if ag > g then the equation (1.1) can
be interpreted in the Wick (renormalized) sense and it is almost surely locally well-posed in
H=B(RY) for some > 0.

We refer to Definition and Theorem for precise statements in the regular case (i), and
to Definition [1.8| and Theorem in the rough case (i7) (see in particular the condition
for the exact value of oy, depending on d). To our knowledge, and although the statement is
still restricted to values of ay close to 0, Theorem (79) is the first result in the context of
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nonlinear Schrédinger equations where both renormalization arguments and local regularization
properties are used to control an irregular noise (in Sobolev spaces of negative order).

The stochastic Schrédinger equation is a widely studied model in the SPDE literature. Just
as for stochastic heat or wave equations, the stochastic Schrédinger model admits numerous
possible variants and is known to be the source of many challenging questions, whose treatment
can only be achieved through the sophisticated combination of PDE tools with probabilistic
analysis.

The study of nonlinear stochastic Schrédinger models includes for instance the consideration
of a multiplicative noise, that is (see e.g. [10} 13} [16, [17])

Z@tu—Au:u|ul20+u~é, tE[O,T},xETdor:cERd,a>O,
or the consideration of a random dispersion, that is (see e.g. [14])
1w — Au-€=ulu|**, t€[0,T],z€TorzcR? o>0.

In these equations, £ stands for a random noise which, in most situations, is taken as white in
time.

In the additive-noise framework (which our model ([1.1)) belongs to), the first mathematical
study of nonlinear stochastic Schrédinger equations essentially traces back to a series of works by
De Bouard and Debussche (see e.g. [I1],[12]), where the authors considered the general dynamics

W+ Au=|u/*u+€, tel0,T],zeR?, (1.2)

for suitable values of 0 > 0 (depending on d), and with ¢ a white noise in time admitting a high
regularity in space. These results have been recently extended to noises f less regular in space,
first for the equation on the one-dimensional torus T with o = 1 (see [23]), and then for the
equation on the whole Euclidean space R? with suitable values of o > 0 (see [34} 36]).

In spite of these substantial advances, it can be observed that the analysis of equation (|1.2))
is so far limited to situations where £ is a white noise in time.

In the present paper, we propose to investigate a new direction in this field, by considering
the model of a nonlinear Schrédinger equation with quadratic perturbation and additive forcing
term given by a space-time fractional noise. To be more specific, the dynamics we will focus on

can be described as follows:
W — Au = p*lul> + B, te€[0,T], z € R,
"o — ¢ (1.3)

where

e p:R? = R is a smooth compactly-supported function of the space variable, allowing us to
bring the analysis back to compact domains,

e ¢ is a deterministic initial condition, the regularity of which will be specified later on,

e one has B := 040y, - -+ Oy, B, that is B is the space-time derivative (in the sense of distribu-
tions) of B, with B a fractional sheet of Hurst index H = (Hg, Hy,..., Hy) € (0,1)%! (see
Definition [2.1| below for details).

The consideration of such a fractional noise B represents the main specificity of our analysis,
and the main novelty with respect to the above-reported (white-noise) literature. The other new
contribution brought by our analysis will consist in the possible treatment of a distributional-
valued solution u for , which enables us to cover more irregular noises in the model (see
the description of the so-called rough case in Sections and .
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In fact, our aim in the sequel will be to offer as much flexibility as possible regarding the
choice of the Hurst index H € (0,1)%! that governs B. Thus, for a (hopefully) large range of
such indexes, we intend to - at least - prove local well-posedness of equation . Note that
this objective was already at the core of the investigations of the first author in [20} 21I] for a
quadratic fractional wave equation.

Before we go further, let us recall that over the last decade, tremendous developments have
been observed in the field of singular stochastic PDEs. This progress has been especially promi-
nent in the parabolic (SPDE) setting, with the introduction of the theory of regularity struc-
tures [29] or the paracontrolled approach [26]. Among other contributions, those theories provide
a convenient framework towards renormalization procedures, thus paving the way to a rigorous
treatment of many long-standing problems. If one focuses on additive-noise models only (in the
vein of ), let us quote for instance, among a flourishing literature, the work of Catellier and
Chouk [3] about the stochastic quantization equation on the three-dimensional torus

ou—Au=—ud+&, tel0,T)],zeT?, (1.4)

which extends the pioneering results of Da Prato and Debussche [9] for the two-dimensional
equation (let us also mention [22] about the consideration of a quadratic nonlinearity - similar
to ours - in this parabolic setting, for d = 3). The regularity-structure approach has also proven
to be highly effective (see [15), 30]) for the study of the parabolic sine-Gordon model

8tu+%(1—A)u+sin(/3u):§, te[0,7], z T2, (1.5)

with £ a space-time white noise (see also [37), B8] for recent hyperbolic versions of the model).

Unfortunately, the application of those new groundbreaking approaches beyond the parabolic
setting has proved to be very limited so far (this holds true for both regularity structures and
paracontrolled theories). To our knowledge, the only attempt to extend such a strategy to a
non-parabolic setting is due to Gubinelli, Koch and Oh in their recent work [28], dealing with
a stochastic wave model. In particular, we are not aware of any similar extension to a singular
stochastic Schrodinger equation.

As regards the deterministic Schrédinger equation with polynomial nonlinearities, its well-
posedness in positive Sobolev spaces was established long ago using Strichartz estimates (see
[25, [5] and also the monography [4]). More recent developments, applying in particular to NLS
with quadratic nonlinearities, also led to well-posedness results for the model in negative Sobolev
spaces, thanks to subtle bilinear estimates in the so-called Bourgain spaces (see [7, 41}, 2] 31],
and also Remark (4.7 below).

With this background in mind, let us now go back to the analysis of equation (1.3). The
starting point of the study will be the mild formulation of (1.3, that is the equation

t
up = St¢—z/0 St_T(p2]uT]2)dT+?t, (1.6)
where S stands for the Schrodinger group, and where we have set
t .
% i= —1 / Si_(By)dr . (1.7)
0

Note that ¢ can also be seen as the solution of the following “linear” counterpart of (|1.3):
{ W —AY=B, te(0,T], ze€R?
2(0,.) =0.

For this reason, we will henceforth refer to ¢ as the linear solution of the problem.

(1.8)
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A first essential part of our work will be to give a precise meaning to both definition and
equation . In order to initiate this analysis, let us proceed with a standard transformation
of the problem, by considering the equation satisfied by the process v := u — ¢, that is the
equation (which is still formal at this point)

0= 500) 1 [ SurlplorPyr =1 [ i cl(pme) - (si)) dr

—z/t Si_r ((pur) - (,0?7))dT—2/t Se (|02 dr. (1.9)
0 0

The main idea behind this transition from u to v is that 7 is expected to behave as some “first-
order expansion” of u. In other words, due to the specific properties of the group S (which we will
detail later on), we expect the process v to be more regular than v and ¢, making equation
more tractable than . Following this idea, we will focus our subsequent investigations on

equation (|1.9).

Let us now elaborate on the successive steps of our reasoning, and introduce our main results.
Note that these steps are overall similar to those developed in [20, 211, 27] for the corresponding
quadratic wave model. Nevertheless, when going into the technical details, some new fundamen-
tal difficulties arise in the analysis of the Schrédinger model, as we will try to highlight it in the
presentation below.

1.2. Step 1: Study of the linear equation.

Recall that the noise B involved in is defined as the derivative of a fractional sheet B,
which is a non-differentiable process (in the standard sense). Consequently, just as the white
noise £ in —, B can only be understood as some random negative-order distribution,
and thus the interpretation of the convolution in requires some clarification.

To do so, let us start from a smooth approximation (By,),>0 of B, that is, for each fixed n > 0,
(t,x) — By,(t,z) is a.s. smooth, and B, (t,z) "=3 B(t,z) for every (t,z) € [0,T] x R? (the
choice of such an approximation process will be specified in Section [2{ below). Then consider the

corresponding sequence of linear solutions, that is the sequence ¢,, of solutions to the equation

{ 1 — A, = B, t€[0,T], z € R?,
2.(0,.) =0,
where B,, := 0¢0y, -+ - 0y, By, For every fixed n > 0, the smoothness of B,, (and accordingly the

smoothness of B,,) makes the analysis of (I.10)) considerably easier than the one of (I.8), and
readily allows us to define a unique Gaussian solution process {?,(¢,z), t € [0,T],z € R} (see

Definition [2.3)).
The solution ¢ of the rough equation ((1.8)) is then interpreted through the following conver-
gence result, which can be seen as our first main contribution:

(1.10)

Proposition 1.2. Let d > 1 and fizx (Hy, ..., Hq) € (0,1)1. Let (By,)n>0 be the sequence of
smooth processes defined by formula (2.2), and let 9, be the solution of (1.10) associated with
B,.

Then, for every test function x : R — R (i.e., smooth and compactly-supported), the sequence
(XZn)n>0 converges almost surely in the space C([0, T]; W=*P(R%)), for all 2 < p < oo and

d
a>d+1-— <2H0+ZHZ->. (1.11)
=1

We denote the limit of this sequence by X7.
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The proof of this convergence result relies on the stochastic properties of B, and will be
developed in Section As the reader might expect it, the resulting regularity property (i.e.,
the fact that x? € C([0, T]; WP (R%)), for every a satisfying (T.11])) will be of crucial importance

in the analysis of (|1.9).
Using a standard patching argument, the limit elements {x?, x € C3°(R%)} provided by Propo-

sition [1.2{can then be merged into a single locally-controlled distribution ¢ (see Proposition|2.10)),
which we will refer to in the sequel.

Remark 1.3. We can compare the above regularity restriction (1.11]) for ¢ with the corresponding
result of [20] in the wave setting, that is when replacing 10,7 — A? with 92¢ — Af in (1.8). In the
latter situation, and according to [20, Proposition 1.2], one must have

d
1
Ovave > d = 5 = (Ho - ;m) . (1.12)

Observe in particular that the Hurst indexes are involved through the combination Hy +Z§i:1 H;
in , in contrast with the combination 2 x Hy + 2?21 H; in . This difference is in fact
a direct echo of the behaviour of the underlying linear operators: in the Schrodinger case, time
variable somehow “counts twice” with respect to space.

Besides, although such a property cannot be found in the existing literature, we could show
along the same pattern that in the heat situation (that is with 0,7 — A? instead of 10,7 — AY
in (L.8)), the restriction for o becomes

d
Qheat > d — <2H0 + ZH1> s

i=1

which, compared to (|1.11)), reflects the stronger regularization properties of the heat kernel.

1.3. Step 2: Interpretation of the main equation.

Now equipped with a proper definition of ¢ (as well as a sharp control on its regularity), we
can go back to our interpretation issue for the main equation ([1.6) (or equivalently (1.9)). In
fact, according to the result of Proposition [I.2] two cases need to be distinguished.

1.3.1. The regular case.

In the sequel, we will call regular case the situation where

d
2Ho+» Hi>d+1. (H1)
=1

In this case, we can pick a < 0 such that condition is satisfied, and therefore, thanks to
Proposition we are allowed to consider every element X7 (y € C°(R?)) as a function of both
time and space variables (in an almost sure way). As a result, the square element |pf|? involved
in ([1.9) simply makes sense as a standard pointwise product of functions. This immediately
leads us to the following direct interpretation of the equation:

Definition 1.4. Fix d > 1 and assume that condition (H1)) is satisfied. Recall that for every
test function x : R* — R, x? is the process defined in Proposition .
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Then we call a solution (on [0,T]) of equation (1.3) any stochastic process (u(t, z))ic(o, ) zcrd
such that, almost surely, the process v := u — 9 is a solution of the mild equation

0= 500) = [ Srlenydr = [ Suec((or) - () dr

—z/t S ((por) - (p?T))dT—Z/tSt_T(‘p?—rF)dT, te0,T].
0 0

1.3.2. The rough case.
Let us now turn to the second situation, where

d
2Ho+Y Hi<d+1. (1.13)
i=1
In this case, we can no longer pick o < 0 such that condition ([1.11)) is satisfied, and so, referring
to Proposition the element p? involved in ([1.9) must be considered as a function of time
with values in a space of negative-order distribution. We will call this situation the rough case,
to signify that we are here working with very irregular processes.

Naturally, the fact that p?, must be seen as a distribution (for every fixed 7) makes the
interpretation of |p?,|? in (1.9) unclear.

This problem can be emphasized through a regularization approach. Namely, let us go back to
the sequence of approximated linear solutions (7,,)n>0 satisfying . For every fixed n > 0,
9, is (almost surely) a function of time and space, and so, for every (t,z) € (0,7] x R?, we
can compute the moment E[|7,,(¢,z)[?]. The following asymptotic result (which will be proved
in Section rules out any possibility to extend the pointwise interpretation to the limit
element |7]°:

Proposition 1.5. Fix d > 1 and assume that 2Hy + Z?:l H; < d+ 1. Then the quantity
E[|9.(t,z)|?] does not depend on x. Denoting o,(t) := E[|2,(t,2)|?], the following asymptotic
equivalence property holds true: for every (t,x) € (0,T] x R?,

chtn if 2Ho+ Y4 Hi=d+1,

o) ~ 4 1.14
( ) n—oo { c%{tQQn(d‘*‘l—[QHO"‘Ei:l H]) if 2Hog+ Zle H, <d+1, ( )

for some constants c}{, c%{ > 0.

A natural way to circumvent this divergence issue and to offer a possible interpretation of [¢|?
is to turn to a renormalization procedure. In fact, it will here be sufficient to consider the most
elementary of those methods, namely the Wick renormalization. Thus, for all fixed n > 0,
(t,z) € [0,T] x R?, we set

oo (t,x) = 9 (t,2)|* — on(t) where o, (t) := E[|2.(¢, 2)[*] . (1.15)

Our second main contribution now reads as follows:

Proposition 1.6. Let d > 1 and consider (Hy, Hy, ..., Hy) € (0,1)%F! such that

d
3
d+Z<2H0+ZHi§d+1. (H2)
i=1
Then, for every test function x : RY — R, the sequence (x*a2p)n>1 (defined by (1.15)) converges
almost surely in the space C([0, T); W™2%P(RY)), for all 2 < p < 0o and o > 0 satisfying (1.11)).
We denote the limit of this sequence by x>ap.
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Just as the proof of Proposition [I.2], the proof of Proposition [I.6] will strongly lean on the
stochastic properties of B. It will be the topic of Section below.

Remark 1.7. The restriction 2Hy+ Y% | H; > d+ 3 in (H2) (which will stem from our technical

computations) can be compared with the restriction Z?:o H;, >d- % in [20, Proposition 1.4]
for the quadratic wave model. We suspect that this condition might not be optimal, that is, we
can certainly extend the construction of y?ae below this threshold. However, condition
will prove to be sufficient for our purpose, as it can be seen from the comparison with the more
restrictive assumption in our main theorem (see also Remark .

With the above constructions in hand, the following Wick interpretation of the equation
naturally arises:

Definition 1.8. Fiz d > 1 and assume that condition (H2|) is satisfied. Recall that for ev-
ery test function x : R = R, x? and x?ap are the processes defined in Proposition and
Proposition respectively.

In this setting, we call a Wick solution (on [0,T]) of equation (1.3) any stochastic process
(u(t, 2))iejo,1),0era Such that, almost surely, the process v := u — 7 is a solution of the mild
equation

0= 500) 1 [ SislplorPydr —1 [ e ol(pme) - (si)) dr

—z/t St ((por) - (pde_z/t Si_r(p%ap,)dr, te0,T]. (1.16)
0 0

Remark 1.9. As the reader may have noticed, our tree notation ¢ and e for the main stochast@c
processes follows the convention used in [29]: the circle o therein stands for the random noise B,
while the line ! represents the Duhamel integral operator Z = (i0; — A) .

1.4. Step 3: Local wellposedness results.

At this stage of the procedure, the stochastic part of our analysis can be considered as com-
plete, and our aim now is to solve equation (1.3) (understood along Definition or Defini-
tion [1.8)) by means of a deterministic fixed-point argument.

As in the previous section, and for the sake of clarity, let us separate the regular and rough
situations in the presentation of our results.

1.4.1. The regular case.

Let us first handle the regular case, where condition is satisfied and Definition of
a solution prevails. By relying on the most standard estimates associated with the Schrodinger
group S (the so-called Strichartz inequalities, summed up in Lemma below), we are here
able to establish the following result:

Theorem 1.10 (Local well-posedness under (H1)). Assume that 1 < d < 4 and that
condition (A1) is satisfied. Let B be such that 0 < 8 < 2Ho+ Y% H; — (d+ 1), and consider
the pair (p,q) given by the formulas

12 6d

“d-p 1" 2ars

Assume finally that ¢ € HP(R?). In this setting, the following assertions hold true:

p
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(7) Almost surely, there exists a time To > 0 such that equation (1.3|) admits a unique solution u
(in the sense of Deﬁnition in the set

Sty =9+ XP(T),  where XP(Ty) := C([0, To]; H?(RY)) N LP([0, Tp); WH(RY)).

(ii) For every n > 1, let u, denote the smooth solution of (1.3), that is u, is the solution (in
the sense of Definition associated with pT,. Then, for every

d
0<B<2Ho+>» H;—(d+1)
i=1
and for every test function y : R? — R, the sequence (XUn)n>1 converges almost surely in
C([0, Ty]; H?(R?)) to xu, where u is the solution exhibited in item (i).

Let us be slightly more specific about the convergence property in item (iz). In fact, what we
will establish in the sequel (see Theorem below) is that for every element W' in a suitable
space of functions, the equation obtained by replacing p? with ¥l in (1.9) admits a unique
solution v, on some time interval depending only on W¥!. Besides, this solution is a continuous
function of W1 (see Proposition [3.5). Item (i) in the above statement is then an application of
these general results to ! = p?, while item (i) corresponds to taking W' = p%,,, which provides
us with the desired time T > 0.

1.4.2. The rough case.

Let us conclude this presentation of our main results by considering the wellposedness issue
for the equation in the rough case. To be more specific, we assume from now on that the
assumptions in are satisfied, so that the two processes p¢ and p?ape are well defined and
the equation can be understood in the sense of Definition In other words, we now focus on
the analysis of equation .

In order to describe the major technical difficulty arising in this case, recall first that under
assumption and following Proposition the element p7, must here be treated as a
distribution of negative Sobolev regularity (for every fixed time 7). Consequently, the term
(o) - (p3-) (or (pvr) - (p7,)) in can only be understood as the product of a distribution,
namely p7,, with a function, that is pv,. Such a product is known to obey the following simple
rule (see Lemma for a precise statement): if p?, is of Sobolev regularity —a (with a > 0),
then pv, must be a function of Sobolev regularity 8 with 5 > «, and in this case (pv;) - (p?,) is
indeed well defined as a distribution of negative order —a.

Going back to equation (|1.16]), our only hope to settle a fixed-point argument thus lies in the
possibility to control the terms

t t _
| Sicltomn) - o) dr s [ Sirl(pvr) - (R dr
0 0

as functions of Sobolev regularity 5 > o > 0. Otherwise stated, we (morally) need convolution
with S to produce a regularization effect and allow the transition from H~%(R%) to H?(R?).

Unfortunately, such a regularization property, which corresponds to a well-controlled phe-
nomenon in the heat or in the wave situation, is not as standard in the Schrodinger setting.
In particular, the most classical estimates on S (the so-called Strichartz inequalities, which we
have already mentioned in the regular situation) cannot provide us with the desired smoothing
effect (see Lemma for more details).

To overcome this obstacle, we propose to turn to more specific local regularization properties,
similar to those exhibited by Constantin and Saut in [8]. It indeed appears that if we only
focus on the local regularity of the distributions at stake (meaning that a cut-off function is
inserted within the usual Sobolev norm, see ), then a small gain can be expected from the



A NONLINEAR SCHRODINGER EQUATION WITH FRACTIONAL NOISE 9

convolution with S. This will be the topic of our intermediate Lemma [£.3] which can be seen
as an extension of the main result in [§].

For this technical property to be implemented here, an additional condition must be imposed
on the function p: R? — R in (T.3)) (or in (T.16))): namely, we need p to be of the form

p(x1, ... xa) = p1(21) - - pa(a) (Fy)
for smooth compactly-supported functions p1, ..., ps on R.

Note also that for stability reasons (toward a fixed-point argument), the consideration of a
local Sobolev norm is of course not without consequences: it will have to be counterbalanced
by a commutator-type estimate, that is a suitable control on switching p with the fractional
Laplacian in Sobolev norms, which will be the purpose of Lemma 4.4

With the above elements in mind, we are finally in a position to state our main result in the
rough situation (the spaces involved in this statement will all be introduced into details in the
subsequent Section [1.5)):

Theorem 1.11 (Local well-posedness under (H2’)). Assume that 1 < d < 3 and that the
cut-off function p : R — R in (L.3) is of the form (F,). Besides, assume that

3 rg_

d 20 Zfd—l
—ad<2H0+ZHZ-—(d+1)§O, where oy = %0 ifd=2 . (H2?)

i=1 i ifd=3

Fix oo > 0 such that d+1 — (2H0 + Zf-lzl HZ) < a < ag. Then the following assertions hold true:
(i) One can find parameters k € [2a,1/2] and p,q > 2 such that almost surely, and for every

¢ € H™2*(RY), there exists a time Ty > 0 for which equation (1.3)) admits a unique Wick solution
u (in the sense of Deﬁm’tz’on@ in the set

St =0+ ch,m(p,q)(TO) 7
where
1
a,k,(p, N . r—2a /md . —2a, d % IT—20+kK
xom@a(T) = C([0,T); H2*(RY)) N LP([0, T W29(R?) N L H, .

(i) For everyn > 1, let u, denote the smooth Wick solution of , that is u,, is the solution
(in the sense of Definition @ associated with the pair (p%,, p*apy,). Then, for every o satisfy-
ing (L.11)) and every test function x : R? — R, the sequence (XUn)n>1 converges almost surely
in C([0, To]; H2%(R%)) to xu, where u is the Wick solution exhibited in item (i).

The above wellposedness result can be considered as the main novelty of our work. We are
indeed not aware of any previous study of a nonlinear Schrédinger equation involving such
an irregular noise, and thus forcing us to rely on both renormalization arguments and local
regularization properties.

Remark 1.12. Tt is interesting to note that the conditions in , which stem from the de-
terministic part of the study (as emphasized by Theorem below), are more restrictive than
those in ensuring the existence of the stochastic element ae. This observation contrasts
with the situation described for instance in [20] 21}, 27, B5], where the application of a similar
strategy is, on the contrary, limited by the scope of validity of the stochastic objects.

Remark 1.13. Due to the limitations of the local regularization effect of the Schrédinger group
(as reported in Lemma [4.3)), further expansions of the strategy, in the spirit of the “second-order
analysis” developed e.g. in [21], 35], seem difficult to set up in this Schrodinger setting.
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Remark 1.14. As can be seen from the above description of our methodology, the cut-off func-
tion p in is to play two fundamental roles in the study:

e First, it will allow us to bring the analysis of the equation back to compact domains, where
the regularity of the driving processes is well controlled (by Propositions and . The situ-
ation, in this regard, is somehow equivalent to studying equation on a torus (although the
definition of the space-time fractional noise on a torus is not as clear as in the current Euclidean
setting).

e Secondly, thanks to the involvement of p, we can appeal to the specific local regularization
properties of S, which, as we have explained it above, will be our key ingredient toward stability
and fixed-point arguments. Observe that no similar regularization result would be available for
a study of the equation on a torus.

This being said, in spite of the restriction , the function p can still be taken equal to 1
on any arbitrary compact domain, and so, at least locally (in time and in space), our solution u
of can be regarded as a viable model for the (formal) dynamics

W — Au = |ul?> + B. (1.17)

A direct analysis of equation (1.17)) may be possible through an extension of the subsequent
methods to weighted Sobolev spaces (allowing to control the asymptotic behaviour of the pro-
cesses), but such adaptations are clearly beyond our reach for the moment.

Remark 1.15. Our arguments and results could certainly be extended to the nonlinearity p?u?
or p?u? (instead of p?|u|?) through minor modifications of the stochastic constructions of Sec-
tion [2| (the deterministic well-posedness procedure would then clearly follow the same lines).
Besides, the considerations in our study may be seen as a first step towards the treatment of
more general power nonlinearities of the form p'*%u’|ju|? in (instead of p?|ul?). This
would include in particular the celebrated cubic model u|u|?, with its many physical signifi-
cances. Nevertheless, it is clear to us that any such extension would be the source of new
technical difficulties at every step of the subsequent analysis (stochastic constructions, fixed-
point argument,...). Therefore, at this point, we are not able to provide any specific conjecture
in this direction.

Remark 1.16. In their recent work [18], Deng, Nahmod and Yue introduced the fundamental
notion of random tensors, presented as a dispersive counterpart of the new parabolic theories
(regularity structures, paracontrolled approach and renormalization group techniques). The
applications of this promising approach to stochastic PDEs are so far limited to the treatment
of irregular random initial conditions within deterministic dynamics. However, it is reasonable
to expect that this sophisticated machinery could be extended to dispersive PDEs with additive
stochastic noise, such as our model , and it may offer a way to handle rougher situations
regarding B (just as the paracontrolled method in [28] allow to cover a space-time white noise
situation in dimension 3). We hope to get the opportunity to investigate these questions in a
future work.

1.5. Notations. Fix a (space) dimension d > 1. Throughout the paper, we will call a test
function (on R?) any function p : R — R that is smooth and compactly-supported. Besides,
we denote by S(R?) the space of Schwartz functions on R

We will also refer to the scale of Sobolev spaces defined for all s € R and 1 <p < o as
WIRY = {f € S®Y: [|flwer = [F {1+ | PEFHILPRY| < 00} |
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where the Fourier transform F, resp. the inverse Fourier transform F~!, is defined along the
convention: for all f € S(RY) and x € RY,

A _ _ 1
F(f)a) = fla)i= [ gy, vesp. F)@) = g [ F)eedy.
R (27r) Rd
We then set H*(RY) := W*2(RY).
Now, as far as space-time functions (or distributions) are concerned, and for the sake of clarity,
we will occasionally use the following shortcut notation: for all T'> 0, 1 <p,q < 0o and s € R,
LEW* = LP([0, TEWIRY)) . llzzwea = 1l e qoziwsaqray) - (1.18)
The notation C([0, T]; W*4(R9)) will refer to the set of continuous functions on [0, 7] with values
in W*4(R?).
Let us finally introduce the aforementioned local Sobolev spaces, that will play a prominent

role in the analysis of the rough situation. Namely, for all test function p : R — R and s € R,
we set

Hy(R?) :={v e SR lp- (Id = A)2(v)|| 2zey < o0}, (1.19)
where the operator (Id — A)% is understood (as usual) through the Fourier transform formula
F((Id = 2)5(0))(&) = {1+ [¢[*}2 Fu(€).

We endow H;(Rd) with the natural seminorm |[v|[ 5 == [[p- (Id — A)z ()| 12 (rdy, and finally set,
along the convention in ((1.18]),

LyHy = LP([0, T HyRY) el o = - ooy s ey -

1.6. Outline of the study.

The rest of the paper is organized as follows. In Section [2| we perform the stochastic construc-
tions which allow to give a sense to the equation. In Section [3| we prove the local well-posedness
result in the regular case, while Section [4]is devoted to the analysis in the irregular case. Finally,
Section [5] is an appendix in which we gather the proofs of some technical results.

Throughout the paper, and for the sake of clarity, we will use the notation A < B in order to
signify that there exists an irrelevant constant ¢ such that A < c¢B.

Acknowledgements. We are grateful to an anonymous reviewer for his/her comments and
suggestions on our work. In particular, we greatly thank this reviewer for drowing our attention
to recent significant contributions in the field of dispersive SPDEs.

2. STOCHASTIC CONSTRUCTIONS

As emphasized in Section our analysis of equation (|1.3)) will be clearly splitted into a
stochastic part (essentially corresponding to the construction of { and a) and a deterministic
part (devoted to the fixed-point procedure).

In this section, we propose to deal with the stochastic step of the study. In other words, we
focus here on the proofs of Proposition Proposition [I.5] and Proposition [I.6

Before we go into the details, and for the sake of clarity, let us recall the specific definition of
the process at the core of the model, that is the space-time fractional Brownian motion:
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Definition 2.1. Let d > 1 be a space dimension, T > 0 a positive time and (2, F,P) a complete
filtered probability space. On this space, and for every fived H = (Hy, Hy, ..., Hq) € (0,1)%", we
call a space-time fractional Brownian motion of Hurst index H any centered Gaussian process
B:Q x ([0,T] x RY) — R with covariance function given by the formula:
d
E[B(S,.’L‘l, cee 7$d)B(t7y17 cee 7yd)] = RH0(87t) H RHl(xﬂyZ) ) S7t S [OaT] , LY S Rda

=1

where )
Ry, (z,y) = §(|$|2Hi + [y — o — g2

Now remember that our strategy to initiate the construction of both T and 2 consists in
the introduction of a smooth approximation (By),>0 of B (leading immediately to a smooth
approximation (Bn)nzo of the noise B). We will rely here on a sequence derived from the so-
called harmonizable representation of B, and which happens to be especially suited for Fourier
analysis and computations in Sobolev spaces (a similar choice is made in [20], for the same
reasons).

Along this idea, let us first introduce, on some complete probability space (€2, F,P), a space-
time white noise W on R4*+!. Then fix H = (Hy, H1, ..., Hy) € (0,1)7! and set, for all t € [0, T
and z € R,

Blb ez ::c/ / W (d¢, dn), 2.1
| = e ens gt 1Lt V00 (2.1)

for some constant ¢, and where W stands for the Fourier transform of W.

It is a well-established fact (see e.g. [40]) that for some appropriate value ¢ = cp of the
constant, the so-defined process B is a space-time fractional Brownian motion of index H (in
the sense of Definition . Our approximation of B (for every fixed H = (Hy, H1,...,Hy) €
(0,1)4*1) is now obtained through a basic truncation of the integration domain in (2.I)): namely,
we set By =0, and for n > 1,

6zt£ —1 d eMini _ 1
Bultan,oom@)imen [ [ S [ sy, (22)
lg|<22n JIp|<an |£]H0T2 S |2
By a quick examination of the possible singularities in (£, 7), it is not hard to see that, owing
to the restricted integration domain, B, indeed defines a smooth process, for every fixed n > 0.

Remark 2.2. The choice of the scaling {|¢] < 227, |n| < 2"} in is directly related to the
structure of the Schrédinger operator, and will prove to be essential in the estimation of the
renormalization constant (see Section. This choice naturally contrasts with the “hyperbolic”
scaling used in [20] for the corresponding wave model (see also Remark . Note also that the
approximation is the same as the one used in [19] for the study of a (rough) parabolic
model.

With approximation (By,),>0 in hand, we now would like to consider the sequence (,,)n>0 of
approximated linear solutions, that is the sequence of solutions to

{ 100, — A, = B, te€[0,T], = eR,
2.(0,.) =0,

where, for every n > 0, B,, is defined as the standard derivative B,, := 010y, ++ - Oy, B.

(2.3)

Note however that, without further integrability assumptions, the smoothness of B,, (for each
fixed n > 0) is not a sufficient condition to apply classical deterministic results immediately
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ensuring existence and uniqueness of ¢,,. A possible way to circumvent the problem in this case
is to rely on some stochastic interpretation of ¢,,, based on the Gaussianity of the processes
under consideration.

In order to justify this interpretation (that is, Definition below), let us go back to for-
mula (2.2) for B,. Denoting by S the d-dimensional Schrodinger group and applying a Fubini-
type theorem, the solution ¢, can (at least formally) be written as

/ds/ dy Si—s(z — y)Bn(s,y)
Rd
£ 11
zd/ ds/ dy/ / Si—s(x —y) L serny (d{ dn)
Rd |€|<22n n|<2n || Ho+3 ,»HHW\H+2

t

_ i 1(n,x) |:/ €8 </ —u(n,z—y) —~
=cqgt e’ dse dy Si—s(x —y)e W(d¢, dn
/5<22" /77<2" |§‘H°+2 i=1 ‘77 \Hﬁ_; 0 Rd tal ) ( )

t

- eHma) / ds e6(t=5) (/ du S —Nwﬂ)} Wi(de. d
= cH se ySs(y)e €, dn) .
/§<22" /7]<2" |£‘H0+2 i=1 ‘nz‘HlJrQ |: 0 R4 ( ) ( )

At this point, remember that the spatial Fourier transform of S is explicitly given by

. dz e &0 S, (z) = et |
R

and so we end up with the (a priori formal) representation

d

_ i z(nx
%t ) = e /£<22n /17|<2" s ] H L, 194, Inl) W (d€, dn) , (2.4)

where for all ¢ > 0, £ € R and r > 0, we define the quantity v.(§,r) as
t
(&) = elgt/ el =8 (2.5)
0
Thanks to formula (2.4), we are in a position to offer the following natural (and rigorous)

stochastic definition for the solution of (2.3)):

Definition 2.3. We call a solution of equation (2.3)) (or linear solution associated with (1.3]))
any centered complex Gaussian process

{fu(s,2),n>1,5>0, 2 € R}

whose covariance is given by the relations: for alln,m >1, s,t >0 and x,y € RY,

_ TR 1 -
E[tu(s. 2)im(69)] = b | (6 Il Tl e e,
st =iy | et L s @ Il e den
(2.6)
B[t (5,215 (t.0)] = ~h | b TT e € (€. e ded,
(€m)EDNDy, |§[2HO7E 25 [y [2Hi~1
(2.7)

where D, := B3, x B with Bf := {)\ ERF: N\ < 26}.
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2.1. Preliminary estimates. As a first step toward Proposition[1.2]and Proposition [1.6] let us
collect some essential estimates on the quantity ;(&, ) at the core of the covariance formula (2
(and explicitly defined by (2.5)).

To this end, we set, for all 0 < s <t, £ € Rand r > 0,
75,15(57 T) = ’Yt(ga T) - 78({7 7’) .

Lemma 2.4. For allT >0,0<s<t<T,£€R,r >0 andk, A €[0,1], it holds that

[t = slr® = sI™{1+r?} t—S\”{T”‘HE\“})
€l [ S

where the proportional constant in < only depends on T .

a6 )| S min (Jelle = st e =

Proof. To begin with, let us write

5 t
Ysu(6r) = (' — 6155}/ e =Sy + elgt/ =gy |
0

/em{TQfé}du +
0

/t ew{rzfﬁ}du

2
et ezft ezftr2

1§ +€ 0

and so

s (€,m)] S let — e

Then observe that

t
e = et [ oot S = -
0

which readily entails

SN = 8" ]t — s

! ezs{r275}d8 7

’Ys,t(gar)
2
= e F—erts} — e — ezgs} {elét 165}/ erdr' =gy 1 S et /t e =8y
13 £ Js
Thus,
t—s|  [t—s|" 2|15—8!N r?
Ysr(&r)| S P — T t—s
eeor) q e et
2 |t — s 2 |t — s|”
~Y r ,r‘ —_ :
@ Vlgn=+

Finally, it can be checked that
_ t W&t w2t
f)/t(gar)*rg_g{e —e }7

which yields

2 K 2 Y 1-k
|'Ys7t(€a7')| = |£ T2| ‘{ w?t v 3} _ {elft _ 6258} ‘{ezr t elﬁt} _ {ezr s _ 6153}
5 ||£_ |2| 7,2 w?t ezﬁt’)\ + ‘6”28 _ 6253|)\}1—n
- T
|t = s|” > |t —sl" >
< K AP K K
~ ‘g_/rQ’l_)\(l_H) {7" + |€| } ~ Hg’ —7'2‘1_)‘(1_5) {T + ’§| }
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Corollary 2.5. For all T > 0,0 < s <t < T, H e (0,1), > 0,¢ € (0,1) and k €
[0, min(H, 152)), it holds that

&) t — s

R ‘§|2H—1 3 S 1+ rA(H—r)—2-2¢’

where the proportional constant in < only depends on T.

Proof. We will naturally lean on the estimates exhibited in Lemma [2.4]
For 0 < r < 1, we have

Vst (€, 7)) 2 {/ d§ dg ] 2
[RESACSED] R PR +/ __8 | <=,
® |€[2H-1 5[t —s| el<1 [€[2H-1 e>1 [ERH—RT1 |t — s

Then, for r > 1, let us consider the decomposition

e g e [ e

On the one hand, it holds that

/ Mdé < |t—5|2”/ rie 4 |€|2E it
lel-reiz [ (<3 }urieiz2e) [EPTTTEl = 22

2
|t — s> 14 ¢ i |t — s[>
~ R Jha<2yogezey EPETE - 12T Y pAlHmR)

On the other hand, setting A = 2(11+_€K), one has

/ hsa &P ) o |t—s|2“/ 4l it
llg|—r2|< el [€2H 1 ~ (2r2<iei<2r2) [EPTT|[€] = r2[2=2A0-1)

2

AN

|t — s|?* 1 P
FA(H—r)—4N(1—r) /{§<£|<2} |E[2H1||¢] — 1|2 22 1—r) ¢

[t — s|?*
~ pA(H—rK)—2-2¢

O
Let us also take advantage of this preliminary section to introduce the following lemma,

which accounts for the technical simplifications offered by the test function x in the forthcoming
computations.

Lemma 2.6. Let x : RY — R be a test function and fix o € R. Then, for every p > 1 and for
all m,....np € R?, it holds that

dNid); o= oy
/Rd H/Rd 2 {1+ NPYE {1+ N2)2 RO =i =) H{1+|m\ 2y

where the proportional constant only depends on x and o.

Proof. Let us set, for all n, A\ € R?,

Fn()\) =X\ - 77){1_’_’1/\|2}c2r
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and observe that the integral under consideration can then be written as

P dNid)\; AR ——
/ dz H/ T D e AR — m) R (N — i)
RS2 {14 [APYz {1+ (AP}

=c [, = [T1F ) @)

—_ 2
—c [ do|F Ty w1 Ty) @)

2 2 2 2
N Hrm ook FUpHL2(]Rd) S ||F771HL1(Rd) Hrﬁp—l HLl(Rd)HF%Hm(Rd) ) (2.8)

where the last inequality is derived from Plancherel theorem.
The conclusion now comes from the fact that for all n, A € R% and for every x > 0,

RO+ A+ 0P} 3] < copnf L+ AP} {1+ )73 (2.9)

Let us briefly verify (2.9) for o > 0 (the proof for o < 0 being immediate). In fact, since x is
smooth and compactly-supported, one has

RO+ A+ 7?33

= [X(W{L+ A+ 77’2}_%|1{|A\2%|m} + RO{T+ A+ 77|2}_%|1{\)\|<%\n|}

< o [IROIL gagp g + KO+ IP Y5y

< Cox.n {{1 HIAPY {1+ ‘)\\2}_%1{|,\\2%|n\} H{L+ AP+ \77|2}_%1{\>\|<%\77|}}

< o1+ AP {1+ %
Going back to (2.8), and with estimate (2.9)) in hand, we can check for instance that
1 Cox

F - / d)\ X )\ g = g
ol = fou PRI GSy = T
which yields the desired bound. O

2.2. Proof of Proposition For simplicity, we will assume for the whole proof that T =1
and we set, for all m,n >0, 7,,,, := T, — 7. Besides, along the statement of the proposition,

we fix a satisfying ((1.11)).

Step 1: Let us show that forallp>1,1<n<m,0<s<t<1ande, k>0 small enough,
one has

/Rd ]EU]—"1<{1 + 122 F (xSt ) = Snm (s, .)}))(x)fp] dr < 27|t — 5|2, (2.10)

where the proportional constant only depends on p, o and .

First, we can observe that the random variable under consideration is Gaussian, and so, for
every p > 1, one has

EU;—I({1 + 2 F (X Rt ) — Snm (s, -)]))(x)fp]

< B[ F ({1 + 1Y EFUlnm (8 ) — tamls ) @) ] 2.11)

where the constant ¢, only depends on p.
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Let us then expand this variable as

O+ P EF () = tam(s,)])) (@)
B (271r)d /Rd AN+ AP} EF (X Rnm(t ) = Snam(s,)]) (V)

= ot o N ([ 8RO = B)F (Bt =S5 0)(B))

so that

Eﬂfl({l LY 3 ()~ S5, D))

dAdA A
@ o gyt re " S 499970 - HRA=5) @Qnmv&t(ﬁ@ﬂfw

with

Qn,m;s,t(ﬁa B) = E{I([?n,m(ta ) - ?n,m(37 )])(/B)‘F([?n,m(t7 ) - ?n,m(sv )D(B)J .

To expand the latter quantity, observe first that, using the covariance formula (2.6)), we get

E[{%.m(t:4) = T (5:9)} {nm (:9) — Gnm(5:9)}]

:C/{m)ep }!fﬁ\zHo i H L i ym s (& ) Pet M e D dgdn,

where Dy, ,, := (B3, x B4)\ (B3, x B), and hence

1 41
d§d77 ‘§|2H0—1 q |77i|2Hi_1 ’78,t(§7 ’77‘)’25[#7155:77 ' (213)

Qn,m;s,t(ﬁa /8) =cC

~/{(§»7I)€Dn,m}

Combining (2.11))-(2.12)-(2.13) and using a standard Fubini argument, we end up with the
estimate

/Rd deUfl<{1 + [P} 2 F (X Bnim (s ) = Tnm(s, .)D)(fv)]gp]

5 dx(/ 577 Vs, 5 n
re \tgnenam \s|2H01H|n|2H—1’ & P

dAd) SR =
//Rd>2{1+|A|} TS W mRG )

. </<sn>ep e 1H| L+ 2 s ) 2 dedy)

v

where we have used Lemma [2.6] to get the last inequality.
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Now we can obviously write

p
</(En)€D 15\21% 1H | i r2H—1{1+‘77| Fhsalé \n|>\2d§dn>
p
: <L2”<|g<22m /|,,<2m [€[2Ho—1 H LT, ’2H {1+ I} s (€, |77|)|2d§d77>

(/g|<22m /2n<77|<2m |E[2Ho—1 H LT, ‘QH —{1+ 12} *ys.0 (&, In]) 2 dfdn)
=: (Lym(s, )P + (I m(s,t))P. (2.14)

Let us focus on the estimation of I, ,,(s,t). To this end, we fix 0 < & < min (Hy, %), so that

Lu(s.t) <277 [ de [ dn 251H,n|2H,1{1+\n|}%t<g M, (215)

which, through an elementary hyperspherical change of variables, leads us to

—4n > {1 + T2}_a ’78 t Ev
Hn,m(sﬂt) 5 2 6/O dr 7.2(H1+...+Hd)_2d+1 / df |§’2H0 2e— 1 : (216)
We can now apply Corollaryvvlth H := Hy—e¢, which gives, for all 0 < x < min(Hy—e, 1 5—E€),

Lym (s, 1)

00 147277 1
S2el - 8‘2’{/ dr — H{ o) 1Ho4rn—2-8
0 r ( 1+~--+Hd)72d+1 1 + pdHo—4rx—2-8¢

1 1 o0 1
—4ne 2K
S27E - s (/0 2(H1 -+ Hy)—2d+1 dr +/1 20+2(2Ho+ Hi+-+Hy)—2d—1—4r—8e dr
(2.17)

Due to our assumption (|1.11), we can in fact pick € and & sufficiently small so that

d
e+ 26 < o — [d+1— <2H0+ZHZ->} ,
i=1
and for such a choice, the integrals involved in (2.17)) are obviously finite, implying that
T (s, 1) < 27478t — 5|2

Similar arguments can be used to bound II,, ,, (s, t). Using the same hyperspherical change of
variables as above, we can first write

2" {1+ [Ys(&:7)[?
IL,, (s, t) < d / d§ ==
s (S ) ~ on r T2(H1+"'+Hd)_2d+1 |£‘<22m 5 ‘5’2]{0—1

<2—4na d?“ H{1+7q2} 5’7515 €7 ,
14+ Hg)—4e—2d+1 ‘€’2H0 1

for any € > 0. Now we are essentially in the same position as in (2.16)), and so we can rely on
the estimation strategy of (2.17]) to derive that

I (s, t) S 2*4"5]15 — 3\2"‘,

for any €,k > 0 small enough.
Going back to (2.14)), we deduce the desired bound ([2.10)).
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Step 2: The estimate obtained in the previous step can naturally be rephrased as
2 _
E[[|XEnm () = Xonm (5, )|z S 274t = 5|27, (2.18)

forallp>1,1<n<m,0<s<t<1ande, k>0 small enough.

By choosing p > 1 large enough so that 2xp > 1, Kolmogorov continuity criterion allows us
to assert that X9, ,, € C([0,77; W2 (R%)) almost surely. In turn, this puts us in a position
to use the classical Garsia-Rodemich-Rumsey estimate (see [24]) and deduce that almost surely,
forallp>1,0< ko <k, 0<s<t<1, one has

2p
XTn,m (U -) = XTnm (0, )y,
||X?n,m(t, ) - X?n’m(s, .)||12/€7a72p 5 |t — S|2f€op/ ” nm( ) nm( )HW 2p dudv

[0,1]2 |u — v[2rop+2
for some proportional constant that only depends on kg and p.

Picking s = 0 and taking the supremum over t € [0, 1], we derive

|| ? H2p ||X?n,m(u7 ) - X?n,m(va )H
X n,m cwaa,Qp ~ [071}2 |U _ U|2N0p+2

and therefore, using ([2.18) again, we obtain that

dudv
2p —4
E [HX?"WHCTW*WP} s 2 /[0 12 |u — v|~2(s—ro)p+2 ~

2p
—a,2
W= Judv

—4nep
)

for any p > 1 large enough so that —2(k — ko)p + 2 < 1.

We can conclude that for any p > 1 large enough,
X [l 20 (a2 S 2727 (2.19)

In particular, (x7,)n>1 is a Cauchy sequence in L?P(Q;C([0, T]; W~*?(R9))) (for any p > 1
large enough), which entails convergence in this space to a limit x7. Going back to (2.19)), we
also have

HX? - X?nHsz(Q;CTW—“’zp) S; 272 )
and from there, a standard Borell-Cantelli argument provides us with the desired almost sure
convergence of (x%n)n>1 to X2 in C([0,T]; W~*P(R%)), for every 2 < p < oo. Finally, the

convergence in C([0,T]; W~*>®(R%)) follows from the Sobolev embedding ymotp e (R%)
W~ (RY), for any n > 0.

2.3. Proof of Proposition We will follow the same general scheme as in the proof of
Proposition Just as in Section let us assume that 7' = 1, and set, for all m,n > 0,
Vn,m = XPm — Vn.

Step 1: Our main objective here is to show that forall p > 1,0 <n <m, 0 <s <t <1,
€,k > 0 small enough, and for every « satisfying

d
1
d+1—(2H0+;HZ-)<a<4, (2.20)

one has

/Rd IED]—"_l ({14 1P FOCRenm(t, ) — (s .)]))(x)m dw < 2P| s (2.21)

where the proportional constant only depends on p, a, and x.



20 AURELIEN DEYA, NICOLAS SCHAEFFER, AND LAURENT THOMANN

For the sake of conciseness, we shall only prove estimate for n = 0, that is we will only
focus on the estimate for the time-variation a2,,(t,.) — a2, (s,.), with m > 1. The extension
of the result to all m > n > 0 could in fact be easily deduced from the combination of the
subsequent estimates with the elementary bounding argument used in .

A first fundamental observation is that the contractivity argument used in (2.11)) can be
extended to the present setting. Indeed, the random variable under consideration clearly belongs
to the first two chaoses generated by W (with representation (2.2)) of the noise in mind), and

therefore, due to the hypercontractivity property holding in such a space (see e.g. [33]), we can
assert that

E[’f_l (114 LYo F (Pt ) = (s, -ﬂ))@m
P

<G E||F ({14 L) F (2 Ron(t, ) w5 D) @) |

where the constant ¢, only depends on p.

Let us then write

AP TFC () — (s, )))) (@)
= gt O AR (] 48320 1F (en(t) = o5, ])(5) )

which immediately yields

E[]fl({l + [ PY O F O Rom(t, ) — apm(s, ->D)<x>ﬂ

1 dXd\ =T
:<27r>2d//<Rd>2 e e // 4B (A~ BN~ B) mst<ﬁ( >)
2.22

with

Qs 1(8, B) = E|F([asm(t, ) = 22m(s, D) (A F ([2em(t, ) — aom(s, )]) (B)]

In order to expand Qgs;)&t(ﬁ . B), let us first recall that the expansion of the (“renormalized”)
quantities

E[2pm(t, y)%m(s,3) |
is governed by the following standard application of Wick formula (see e.g. [33]) :

Lemma 2.7. For allm,n>1,s,t >0 and y,§ € R?, it holds that

E (30 (t,9)%00(5.9)] = [E[n(t )T (59| ||+ [E[tm(t.9)50(5. )]
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Using Lemma and the shortcut notation ¢, (u, v; 2) := 9 (v, 2) — ¥ (u, 2), we easily verify
that

E |:[Ovom(t7 y) - Ovom(sv y)} [O\fom (t7 g) - Ovom(sv ?j)}]

= {E (£ (5,6 9)Tn (8. 9) |+ B [T (8,900 (8 9)] + B[S0 (5, 9)Ton (8 9)] < B [T, 65908 (1,9

B2t 59T (5,9)] - E [T 6 )P (5, 9)] + E [T (5,1)Tn (5,9 ~E[?m<t,s;y>?m<s,g>ﬂ

+ [E 25, 608 (8.9)| - E [Tn )T ED)| +E [T (5. 9)0m (¢ )] - BT (s 50T (0.9

+E (Bt 598 (5. 9)| - E [T (6907 (5,9) | +E[Zn(5,9)m(,9)] - E [Tl y)?m<s,g>H :
which, combined with the covariance formulas —, allows us to expand as

Eﬂfl (014 LY F(C[om(t ) = aPms, ')]))(x)ﬂ

- R 1 - 1
= déd dédn _
C/(g,n)eDm 5 n/(éﬁ)eD E n |§|2H0—1 };[1 ‘ni‘QH,i—l |§|2H0—1 £[1 ‘ﬁi‘2Hi—1
(Zrm (€ lal 1))
d\d)\ N =
o T e RO O )
Wlth I‘finst mst(g |77| 5 |77|) glven by
Lo o= Y (& [n) v (& D) [y (€ 1D, T e = 7s(& ) 9 (E 1) Yot (€ 1) ve (€ 171])
T2 e =75 (& D) ¥ (& D) ¥ (€ 1) Y5 (6 1) s Tossr = 1vs (& D1 7,5 (&, 171) s (&, 1)

Dot = Yot (6 11D 7 (=& 1) e (€ 1) (€ 1711 - T = (& 1) e (=€ [1]) 75,2 (€, 171l (=€, 171
§

T =Y (& D) v (=& D) v (& NADYs (=& A1) s Ty = vs(& ) s (=&, [n]) Ye,s (€, 173]) s (=€, |7]) -
At this point, we can rely on the technical Lemma to assert that

[asB ]l (0 LB F R ) - onts D)@ ] < (S ) 229
/=1

where
1 1
T, ::/ ded dédiy
B Jemyennm San (€.7)€Dm i !£I2H° ! H LI PH —1|¢[2Ho-1 H D7 [Hi
|Tmst£ Inl; €, |7]) |{1+|17—n| y (2.24)

Using the trivial bound [p—7j| > ||n|—|7j|| and going back to the expression of 'Y, ., (&, |n; & ),
we can first bound these integrals along the pattern

dédndédn
(RxRé)2 {1+ H77|77 |777|7’2}2a (,5‘2H0 1 H |77 ‘zH ] Var (€5 D 7as (£E, |7l|)’>

0
jm;s,t S

1 1 - -
<‘5|2H0—1 1;[1 |77, [ 2Hi 1 Va3 (&, [711)|17as (£€, |7~7|)\) (2.25)

for some ay,a2,as,a4 € {s,t,{s,t}} (depending on ¢) such that exactly one of the ax’s is {s,t}.
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Now, let us decompose the latter integration domain into (R x R%)? := ©; U®,, where

3
9, = {(em & 0< il < Wor > M) ana 0y = {(emém) 2 <l < 20

For the integral over ©1, we can rely on the inequality ||n| — ||| > max( \727| @) (valid for all
(577775777) € @1) to write

0 _ dédndédi
Al : /@1 {1 + ||,'7| _ |77/||2}2a <|£|2H0 1 H |,'7 |2H —1 h/al(§ |77’)H’}/a2(2|:§ |77|)|>

(WHO 1T s €. e )

déd
S </R><Rd {1 _fy,ﬁ 2}a |§|2H0 1 H |77 |2H 1 Var (&5 (1)) [|7an (£, |77|)|>

d&dr
(/]Rde {1 _|_€‘777|7 21a |§‘2Ho 1 H ‘ |2H 1 "Ya:a(g ‘77‘)"7@4(i§ !?7)!)

! d&dn 2
S H </]R><Rd {1 + ‘77‘ }a |§’2H0 1 H ’77 |2H ] "7%(5 In))| >

k=1

where we have merely used Cauchy-Schwarz inequality to derive the last estimate.

Observe that we are here dealing with the same integrals as in the proof of Proposition [I.2]

(see in particular lb with « satisfying the same assumption (1 . Therefore we can mimic
the arguments in ([2.16} - ) to deduce the desired estimate, namely for every £ = 1,...,8

and any x > 0 small enough
ALS It —s",

where the |t — s|"-increment stems from the fact that one of the ax’s must be {s,t}.

Let us turn to the integral over D5 and lean first on a hyperspherical change of variable (with
respect to 7)) to write

dii 1
— Yas (€, 17| Vau (£E, |77 —
/'| T Tl = TEy2a ea (& DI, (6, 17 |‘H| AP

_ dm 1
= [y 2 f e & 1D v &, )] TT s
yeii<s T+ TP — PP e 4 I 5
dr

< ’n‘—Q(H1+"~+Hd)+2d /

12 {14 |n2(1 — r)2)2 Vas (& 1017 [ Yay (EE, 7)) -
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As a consequence,

dédndEdn
A= [ e 1Hr e & s . )

1 1 ~ -
(s L s s i )

dn ﬁ 1 / dr
™ Jra |2 Hit A Ha)=2d L5 g 2HL 13 {14 [nf2(1 - )2 )2

(/dg [Yar (€5 !7‘7§!’|2g521i§ [n])] ) (/ ¢ s 3 \77\‘5)”2!;(?4(1%7\77\7“)\)

< H / dr .
~ Jra ] Hl* *Hd —2d 2 |n !2H lope {1 + [n2(1 —7r)2}2

(/d§ mlzlfHoml ) (/d§ !7%25[{(!)77!1 ) (/ 5’%\35|§H|;7’1 ) (/ 5'7‘1‘4§|§H|;7’?

Using again a hyperspherlcal change of variable (with respect to 1), we obtain
/ / dr
~ A(H1+ Jer) 4d+1 <r <3 {1 +p ( ) }2a

(Lo ) (gt (Loeinl) (i)

We can now appeal to Corollary -, together with the fact that one of the ax’s is {s,t}, to
assert that

AZ < K ! dp
2 S|t — 5] /0 A+ Hy)—4d+1

dp dr
+/1 pAQHo+H1++Hy) ~4d—3-8e—8r /;<r<§ {1+ p2(1 —r)2)20

for all 0 <& < 1 and 0 < k < min(Ho, 3 — ).
At this point, observe that

[e’e] dp dr
/1 p4(2H0+H1+...+Hd)—4d—3—8€—8n /< <5 {1+p ( ) }20‘

] dp dT
= /1 Aot A(2Ho+Hi+ -+ Hy)—1d—3—8:—8x /;<T<g (1= r)ia’ (2.26)
Thanks to our assumption (2.20) on «, we know on the one hand that 4« < 1, and on the other
hand we can pick €, x > 0 such that
404+4(2H0+H1+"'+Hd)—4d—3—8€—8/€> 1.

For such a choice of ¢, k, the integrals in the right-hand side of (2.26)) are clearly finite, and
therefore we have shown that for every £ =1,...,8,

AL < |t —s|F.
Going back to ([2.25)), we have thus proved that for every ¢ = 1,...,8, and uniformly over m,

4
jm;s,t S |t - S|H :

)
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Injecting the above estimates into (2.23)) provides us with the desired bound (2.21)).

Step 2: Conclusion. Let « satisfying the condition in the statement of Proposition that
isa>d+1— (2Ho+ X%, Hy).

If in addition one has a < %, then condition is satisfied, and so the moment esti-
mate ([2.21)) holds true. Starting from this estimate, we can use the same arguments as in Step 2 of
Sectio to obtain that (x2a2,),>1 converges almost surely in the space C([0, T]; W~2%P(R%)),
for every 2 < p < oc0.

If a > }1, observe that due to assumption (H2J), we can pick o satisfying o/ < a and
d+1— (ZHO—I—ZZ 1Hi) <o <3 (that is, o satisfies (2.20))). By repeating the above arguments,

we deduce that the sequence (x aPp)n>1 converges almost surely in C([0, T]; W2 P(R%)), and
therefore it converges almost surely in C([0, T]; W—2%P(R%)) as well, for 2 < p < oc.

Finally, the (a.s.) convergence in C([0, T]; W~2%%(R%)) can be easily derived from the Sobolev

. 72a+d+77,P d —2a,00 (Tod i
embedding W pPERY) W (R%), for any n > 0, which completes the proof of
Proposition [I.6]

2.4. Proof of Proposition Fix d > 1 and (Hy, ..., Hy) € (0,1)™! such that
d+ =~ <2H0+ZH <d+1.
=1

Using (2.6)), the quantity under consideration can be written as

rut.a) = E[RoP) = [ |§,2H0 ¢ oy L e P

on dé— 9
- CHA T2(Hl++Hd)72d+1 /§|§4n W’Wt(f,rﬂ ’

for some constant Cpr, and where the last identity is derived from a hyperspherical change of
variables. The above formula shows in particular that o, does not depend on z, as stated in
Proposition Regarding the desired estimate , it is now a consequence of the following
technical result (applied with o := 2Hy € (0,2) and s :=d + 1 — [2H + 3%, H;] > 0):

Proposition 2.8. For all o € (0,2) and k > 0 verifying o + £ > 1, one has

/Qn dr / d¢ (.72 Tqneg if k>0
0 1207263 fig g [Elom Tela—1 17t(Ss n—oo | mln(4) -nt if k=0

Proof. Tt is easy to check that

1— t(&—r?
) =2z,
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which allows us to write the integral under consideration as

P dr " dr d¢ 1—cos(t(&—r))
fo 7 fog O = [ e o

e (Y dr d¢ 1 —cos(4™t(& —r))
0, e

T—oc—fi-‘,—? le|<1 ’&‘a—l 471(5 _ 74)2

Lo [T dr d¢ sin®(f5' (€ — 1))
=t-4 /(; p——K+2 /5|S1 |§’a—1 %(g _ 7,,)2 .

(2.27)
First case: k > 0.
Let us set ®(z) := Slf% for every x € R. This function is positive, even and satisfies
Jr ®(x)dx =1, so that the sequence
4nt A"

nK ! dr d£ sin2(7(§—7'))
14 /0 /§

rreTR Jigea flet A5HE - )2

_ nKk ! d/r d€ _ nKk
= [ i g, (€ = [ R @g) )

where we have set

1 1
h(r) == 1[0,1]0”)@ and  g(§) == 11 3(§ )lélo‘ T-

Due to our assumptions on x,« (i.e., kK > 0, a € (0,2) and o + k > 1), we can exhibit a pair of
conjugate exponents p,p’ > 1 such that

geLP(R) and he LP(R).
Indeed, it is easy to check that any p such that
1 .
max(0,a —1) < — <min(l,a+x —1)
p

meets the above requirements. Let us fix such a pair (p,p’), and now write

| [ )@ 9)r)dr — [ br)gyar| =] [ hm)(@0 5 g)r) - g(r)}dr!

L 1
/|h )P dr)” /|c1> «g)(r) — g(r)Pdr)’

1

K

> g de t
% _ 20 ynw
/0 F—20—2r+3 /I£|§4" a1 (€, )2 nSeo 1o

which tends to 0 as n tends to infinity. Since [, h(r)g(r)dr = -, we obtain the desired conclusion

Second case: k = 0.
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Note first that, due to our assumptions, one has here 1 < a < 2. Besides, let us recall

(see (2.27))) that

2 dr L dr d¢  sin?(LL(E—r))
/0 T'_20‘+3/<4n ’é“a 1’%‘/(57 )| /0 74_0{+2/|§§1 ‘5“1_1 %(6—7“)2 . (228)

Consider the function f defined for all T' > 0 by
/1 dr / d¢  sin?(T(€ —1))
0 ¢ '

r=oF2 Jig<r [€lo (6 —1)?

(1) =

One has of course

() - /01 dr / d¢ 2sin(T(&—r))cos(T(&—1))

rmot2 Jig<a [§lo E—r)

B /1 d7’/ d¢ sin(2T(§ —1))
o et g fgfett (E-)
and

Ld d
fi(r)y = 2/0 T_ar+2 /£|<1 |§’§_1 cos(2T (€ — 1))

L dr Ldeg
= 2/0 r a+2/0 |§|a 1{008(2T(£+T))+COS(2T(£_T))}

o[ [ - 3 ([ )

At this point, let us recall the following standard Fourier transform: for g € (0,1) and & # 0,

/dw eine 2sin (7§ )r(1—5)

EL €7 ’

which immediately yields

/ dz C|Oz|6 = sin (%)F(l -p),

and therefore

FUT) ~ %Sm (52— a))sin (50~ 1)T(a~DI2-a).

Using Euler’s reflection formula

L3 —p) = sz;ﬁ) (B €(0,1)),

the above quantity reduces to
sin (g(Q — a)) sin (g(a — 1))F(a - 1DI'2 - «w)
_ Wsin (g(2 - a)) sin (%(a — 1)) o sin (g(2 - a)) sin (

sin(m(a — 1)) 2 sin (%(a — 1)) cos (%(a — 1)) =

vl
—
L
|
—_
SN—
N——

and so
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We can finally use a standard comparison argument (see Lemmabelow) to successively assert
that f'(T) T In(7T") and
— 00

f(r) ~ 7#(TIn(T)-T) ~ #TIn(T).

T—o00 T—o0
Going back to (2.28)), we get the desired conclusion, namely
2 dr d¢ )
Jo 7 fge T )

0

Lemma 2.9. Fiz a € R and let g : [a,+o0]— R, h : [a,+o0[— (0,00), be two continuous
functions. If g(t) N h(t) and [F h(t)dt = oo, then

/a o)t - / .

2.5. Global definition of the linear solution.

At first reading, the result of Proposition [I.2] only provides us with a local definition of the
process ¢. In other words, what is actually given by the statement is the set of the limit elements
X8, x € C(R%)}. For the sake of rigor, let us say a few words about how those elements can be

glued together into a single process ¢, which we can then inject into the transformation v := u—¢
of Definition [[.4] or Definition

To this end, fix p > 2 and « satisfying (1.11)). Let us denote by P the set of sequences
o = (0k)k>1 such that for each k > 1, oy, : R? — R is a smooth function satisfying

= {1l <k,
TREIZV 0 if @] > k+1.

Given such a sequence o, and for each fixed k£ > 1, let us denote by 9(°%) the limit of the
sequence (012, )n>1 in the space C([0, T]; WP (R%)), as provided by Proposition We know
in particular that 9(7%) is defined on a probability space Q%) of full measure 1. Let us set
Q) .= ﬂkle("k’), and note that this space is still of measure 1.

For every fixed time ¢ € [0,7], we now define the random distribution
?9)(t) : Q) = D'(RY)
as follows: for every test function ¢ : R? — R such that supp(p) C B(0, k) (for some k > 1),
(®7(2), 0) = (F(1), ).

Proposition 2.10. (i) The above distribution 9% is well defined, i.e. for all1 < k < { and
for every test function ¢ : R? — R with supp(e) C B(0,k) C B(0,¢), one has

{7 (#),0) = §7(1), ) on Q7).
(i) For any test function x : R? — R, one has, on Q)
Xt = x- 07 in C((0, W P(RY).
(73t) If o,y € P, it holds that
@) — o) o Q@ AQM

Due to the latter identification property, we simply set 9 := ?(‘7), for some fixed element o € P.
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Proof. (i) We first show that for 1 <k </

2or) — 5,900 on Qlor) A Qlon), (2.29)
By Proposition the sequence o047, = o017, converges almost surely to 9(7%) in the space
C([0,T); W=*P(R%)), on Q). But by continuity of the product in C([0,T]; W~*P(R%)) by the
test function oy, we also have that 0,09, converges almost surely to 0337 in C ([0, T]; WP (R%))
on Q70 and we deduce (2.29) by uniqueness of the limit. Therefore by ([2.29)), for all ¢ € [0, 7]
and ¢ € C°(RY) such that supp(yp) C B(0, k)

(@7(2), ) = (ox2(2), ) = (F79(1), onp) = (19(1), ) on Q).

(i) Let x € C*(R%), then there exists & > 1 such that supp(x) C B(0,k). According to
Proposition X% = XOkln converges almost surely to x2(7%) in C([0, T]; W—*P(R%)) on Q%)
But x97%) =y on Q). Indeed, for all t € [0, 7], if ¢ € C°(RY),

(A (), 0) = (1), xp) = E (), xp) = (A (1), ),
where we have used that supp(xy) C B(0, k) to derive the second equality.
(4ii) For all t € [0, T] and ¢ € C3°(R?) such that supp(p) C B(0, k), we have
(0% (t), ©) = (orIn(t), ©) = (In(t), orp) = (WIn(t), ©),
then by taking the limit n —s +o00, we get (278 (1), ) = ) (1), ) on Q@) N QOW) | hence
the result. 0

Remark 2.11. The above patching procedure could of course be applied to the second-order
process x2ap as well, leading to a well-defined distribution-valued function as.

3. DETERMINISTIC ANALYSIS OF THE EQUATION UNDER CONDITION (H1))

In this section, we propose to analyze the equation in the regular situation, that is when
assumption on the Hurst index is satisfied, and the linear solution p? (defined by Proposi-
tion is known to be a function of time and space. Remember that in this case, the model is
interpreted through Definition Thus, what we wish to solve in this section is the equation

0= 500) 1 [ SirlplorPydr =1 [ i cl(pme) - (i) dr

—Z/tSt_T((pUT)-(p‘fT))dT—Z/tSt_T(’p?T‘Q)dT, te[0,T]. (3.1)
0 0

As opposed to the stochastic arguments used in the previous section, our strategy towards a
(local) solution v for (3.1)) will rely on deterministic estimates only. In other words, we henceforth
consider p? as a fixed (i.e., non-random) element in the space

£5:=_ () C0.TEWP(®Y) = (0. T HP @) N (0, T W (@)
PAS NS

for some appropriate 0 < § < 1 (where f = —a is given by Proposition [1.2]), and try to solve
the following deterministic equation: for ¥ € &g,

t t
vt = 54(6) fz/o St,T(p2]vT|2)dez/0 Se_((p0,) - ,) dr

—z/t i ((pos) .qJT)dT—l/t S (W, D) dr. (3.2)
0 0

Let us set the stage for this solving procedure by reporting on fundamental estimates related
to the two main operations in ((3.2)).
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3.1. Pointwise multiplication.

Lemma 3.1 (Fractional Leibniz rule, see [42, Proposition 1.1, p. 105]). Let s >0, 1 < r < o0
and 1 < P1,D2,491,92 < 00 satzsfymg

1 1 1 1 1

S —=— .

r o p1 P2 Q1 G2
Then one has

- vllyysrray S ullyser way vl ez ey + [ull Lo may 10]lys a2 (ra)y -

3.2. Convolution with the Schrodinger group.
Naturally, we also need some control on the operation (¢, F,t) = Sy — 1 [ S;—s(Fs)ds, or
otherwise stated some estimate on the solution w to the general Schrodinger equation
{ Wpu(t,x) — Au(t,z) = F(t,z), te€[0,T],x<cR?,
u(0,2) = ¢(x) .
Such a control is classically provided by the so-called Strichartz inequalities, which will prove to
be sufficient for our purpose in this functional setting.

(3.3)

Definition 3.2. A pair (p,q) is said to be Schrodinger admissible if

2 d d
(p7 q) € [2700]27 (pa Q7d) 7& (2700)2)5 ];_’_ 5 = 5

Lemma 3.3 (Strichartz inequalities, see [4, Paragraph 2.3|). Fiz d > 1, s € R, and let u stand
for the mild solution of equation (3.3)).

Then for all Schrodinger admissible pairs (p,q) and (a,b), it holds that
lull oo rywsamayy S 16l msay + 1l Lot (o 7pme 0 () » (3.4)

where the notations a’',b' refer to the Holder conjugates of a,b.

3.3. Solving the equation.
Our main result regarding equation (3.2)) can be stated as follows:

Theorem 3.4. Assume that 1 < d <4 and fix § € (0,1). Consider the Schridinger admissible
pair (p,q) given by the formulas

12 6d
“d-p5' 1" 2ayp
and for every T > 0, define the space XP(T) as
XA(T) = c([0,T]; H(RY)) 0 LP([0, T]; W (RT)).
Then for all ¢ € HP (RY) and ¥ € Eg, there exists a time Ty > 0 such that equation admits
a unique solution in X5 (Ty).

p

This local well-posedness result will be derived from a standard fixed-point argument. To this
end, we introduce the map I' defined by the right-hand side of (3.2)), that is: for all ¥ € &g,
¢ € H3RY), ve XB(T), T >0and t €[0,T], set

¢ t
Pra ()= Si(0) 1 [ Sir(Ploo)dr =1 [ Sio((pv) - %) dr

t o ¢
—l/ Sth((p/UT) "I’T) dT—Z/ St*T(‘\IITF) dr.
0 0
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Proposition 3.5. In the setting of Theorem the following bounds hold true: there exists
e > 0 such that for all0 < T <1, ¢ € H(R?), (¥, ¥3) € 5 x E and v,v1,v2 € XP(T),

1P, ) xocry S 6llme e + T2 [1013scry + 1€l zoweallvlxs ) + 1@ s (35)
and

ITrw, (v1) = Drows, (v2) [ x8 (1)

ST [llvl —vallxeem {llvillxser) + lvallxoer  + 111 — ®all peeyysallorll xo 1)

+ 1l peowsallve = vallxs ) + 11 — ol peeysa {1 ¥1ll Looyvea + H‘IIQHL%OWBH}} ;
(3.6)

where the proportional constants only depend on 5 and p.

Before we turn to the proof of this proposition, let us briefly recall that, once endowed —
, the statement of Theorem follows from a standard two-step procedure. Namely,
using , we can first establish that for any 7' = T'(¢, ¥) > 0 small enough, there exists a ball
in X%(T) that is stable through the application of I'rw. Then, thanks to (3.6) (applied with
¥, = ¥, = ¥), we can show that I'7 y is actually a contraction on this ball (for 7' > 0 possibly
even smaller), which completes the proof of the assertion.

Note also that the continuity of I'r g with respect to ¥ (an immediate consequence of ({3.6))
will be the key ingredient toward item (i) of Theorem [1.10]

Proof of Proposition[3.5 Let us set, for any suitable distribution u on R+,

t
G(u) == —Z/O St—r(ur) dr,
which allows to recast I'r ¢ as
Prw(v) = 5(6) + G(p*v*) + G(pv - ®) + G(pv - ¥) + G(|[7).
Let us now bound each of the four above terms separately.

Bound on S(¢): Since (00,2) and (p,q) are both Schrédinger admissible pairs, we can apply
Lemma [3.3] to assert that

15(D)lxs(ry S M0l ms - (3.7)

Bound on G(p?|v|?): By Lemma we can first assert that
1600l xs () S \|P2|U|2||L1;Wﬁ,q/ :

Let us now introduce the additional parameter n := % > 1, in such a way that

111

¢ q n
Using the fractional Leibniz rule given by Lemma [3.1], we get that for all ¢ > 0,

P[0t Mo S oo lws.allpo(t, e
It is easy to check that 5 > d(% — %), and accordingly we can rely on the Sobolev embedding
WHURY) — LM(RY) (3.8)
to derive that
P[0 (s s S Nov(Es s -



A NONLINEAR SCHRODINGER EQUATION WITH FRACTIONAL NOISE 31

Consider the parameter m defined through the relation

1 2 1

Yo op m
Since 1 < d < 4 and 8 € (0,1), it can actually be verified that % =1- # > 0. Then, by
Holder inequality, we have

L2 1—4=8, 12

o |U‘2‘|Lgfwﬁ,q’ STm HUHLZ%qu ST ||U|lxﬁ(T) )

and we have thus shown that

_da=8
16 P)xszy S T 5 [0l - (3.9)

Bound on G(pv - ¥), G(pv - ¥): Just as above, we can first apply Lemma [3.3[ to get that
1G(p7 - ©)llxs(r) + 1G(pv - ®)lIx501) S 97 - 2|

Thanks to Lemma [3.T] it holds, for all ¢ > 0,
oo - @, s S llool JwsalRE e+ 1€E )lwe.allpo(E, )l

S @ ) hwsallpot Jliws.a

where we have again used the Sobolev embedding (3.8)).
Then, by Holder inequality, we deduce

|p7 - |

L%’wﬂ,q’ :

1p1
LEWB.a STe mH‘I’HL;OWﬁaqHUHL;Wﬁ,q

1,1
STe'm H‘I’HL%"WB*‘IHUHXB(T) )
and we have thus established that
— 1,1
1G (07 - ®)|| o) + 1G(pv - ®) | x50y S TP H 1| oeysallvllxsr) - (3.10)

Bound on G(|¥|?): By Lemma
G x80r) S H!‘I’IQHLZ;W;;,Q/ :
Using Lemma and the Sobolev embedding (3.8)), we get that for every ¢ > 0,
12 yysa S T2 ool E e S NRE ) [Fyoa -

Then

2 < T w2
200 S T 92y

LEWB.d'
and finally
IG(1®1*) x0 1) STV 1117 s - (3.11)

The combination of estimates (3.7)), (3.9), (3.10) and (3.11]) entails the desired bound (3.5)).

It is then easy to see that can be derived from similar arguments: for instance,
1G(0* (Jo1* = Jv2)llxo(r) S 10*(Jor]* — \v2|2)HLp i S lllor? = |U2|2||L1%’W5,q/ -
Combining again Lemma and embedding , we obtain, for every ¢ > 0,
(lor? = J2) (& s S vr = v2) (& ) lwsa{llva(E, llze + o2t )lzn}

Hll(vr = v2) (& )l {llor(t, )lbwe.a + l[o2(t, ) lws.ay
S o = v2) (@ Dllwe.a tllvr( )lws.a + [lva(t, et s
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and as a result

1
lfor? = (222l g S T 01 = w2l gLl zgwos + ol ywaal

3.4. Proof of Theorem [1.10l

At this point, the statement of Theorem (item (7)) is of course a mere combination of
the construction of p? as an element in £ (Proposition [1.2)) with the well-posedness result of
Theorem In brief, it suffices to apply Theorem [3.4] (in an almost sure way) to ¥ := pf.

As for the convergence property in item (47), it can easily be deduced from the continuity of
't ¢ with respect to ¥ (along (3.6)) and the almost sure convergence of x?,, to x7. Additional
details about this elementary procedure can be found in the proof of [20, Theorem 1.7].

4. DETERMINISTIC ANALYSIS OF THE EQUATION UNDER CONDITION (H2’)

It remains us to deal with the wellposedness issue in the rough case, that is to present the
proof of Theorem Therefore, we assume in this section that condition on the Hurst
indexes is satisfied. We recall that in this rough situation, the equation is understood in the
sense of Definition [I.8] that is as

v =Suo)—1 [ S (PPl ) dr 1 / CSir((pm) - (o)) dr

t L t
—1/ St—r((pvr) - (p2r)) dT —2/ Si—r(p*py)dr, (4.1)
0 0

where the processes p? and p?ape are defined through Proposition and Proposition

In order to handle (4.1)), we intend to follow the same deterministic approach as in Section
In other words, we will henceforth consider the pair (p?, p?a2) as a given element in the space

Roi= [ L=([0, T W *P(RY) x L=((0,T); H**(RY)), (4.2)
2<p<o0

for some 0 < a < 1 (provided by Propositions and [1.6), and then try to solve the more
general deterministic equation: for (¥, ¥?) € R,

t t
v =50 =1 [ SirlpPlorP)dr =1 [ S (pr) - Whar

— z/t Si—r((pvr) - OL)dr — z/t Sy (®2)dr. (4.3)
0 0

As we have already highlighted it in Section the whole specificity of the situation (in
comparison to Section |3)) lies in the irregularity of Wl and W2, which can only be treated as
negative-order distributions (note indeed that o > 0 in (4.2))). The technical ingredients towards
a fixed-point argument need to be revised accordingly: this will be the purpose of the subsequent

Sections which lay the ground for our main wellposedness result, namely Theorem

4.1. Pointwise multiplication and interpolation.

In view of the above considerations, our only possibility to handle the product (pv;) - (¥1)
in (4.3) will be to rely on the following general multiplication property in Sobolev spaces (see
e.g. [39 Section 4.4.3] for a proof of this result):
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Lemma 4.1. Fizd > 1. Let o, > 0 and 1 < p,p1,p2 < oo be such that
1 1 1
—=—4+— and 0<a<p.
p p1 p2

If f e W=PLH(RY) and g € WHP2(RY), then f-g € W™*P(R?) and

1f - gllw-er S I flw-arlglwsre -

Let us also label the following classical interpolation result for further reference:

Lemma 4.2. Fixd > 1. Let s,s1,52 € R and 1 < p,p1,p2 < 0o be such that, for some 6 € (0,1),

1 1-
s=0s1+(1—0)sy and f:£+ 0.
p D2

Then for every v € WSP1(RY) nWs2:P2(R?), it holds that v € W*P(R?) and

4
lollwsr < 1olSysto [0]l53%0o -

4.2. A local regularization property of the Schrodinger group S.

It is a well-known fact that the classical Strichartz inequalities for the Schrédinger group
(summed up in Lemma do not offer any regularization effect, as can be seen from the
constant derivative parameter s in . This phenomenon naturally becomes a fundamental
obstacle in our rough setting, where, for stability reasons, the distribution (pv,) - (¥1) in (4.3)
is expected to turn into a function through the action of S.

A possible way to reach such a regularization property is to let local Sobolev topologies
come into picture, through the consideration of the spaces H (RY) defined by (T.19). Our main
technical result in this direction can be stated as follows:

Lemma 4.3. Fix d > 1. Letp:Rd—HR be of the form , 0<a,k< % and 0 < T < 1.
Assume that ¢ € H-*(R?), F € L'([0,T]; H~*(R%)), and consider the solution u of the following
inhomogeneous Schrodinger equation on RY
{ Wt z) — Au(t,x) = F(t,r), te[0,T],x€R?,
ug = (]5
Then it holds that

Jull

where the proportional constant only depends on p, a and kK.

J— Sl a-o@ay + I1Ell o (4.4)

The above property can in fact be seen as a slight extension of the result of [8, Theorem 3.1].
For the sake of clarity, we have postponed the proof of the lemma to Section [5.1

4.3. A commutator estimate.

Keeping our objective in mind (that is, to settle a fixed-point argument for ), the previous
estimate clearly lacks some stability: the left-hand side is indeed based on the consideration
of a local Sobolev norm (in H o atr)while the right-hand side appeals to a standard Sobolev
space (H~%).

Our strategy to overcome this problem will consist in using the presence of the cut-off func-
tion p within the model (through pv), which somehow allows us to turn global Sobolev
norms into local ones. To implement this idea, an additional commutator-type estimate will be
required:
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Lemma 4.4. For every s > 0 and for all test functions p, g : R* = R, it holds that
1(1d = A)3(p- g) — p- (1d = A)3(9)l| 2@y S N9l o1 mety » (4.5)

where the proportional constant only depends on p and s.

As a consequence, for every test function p : R — R and for every g € H/“’;(Rd) N H*~1(RY),
it holds that

1o~ gllms < llgllas + gl s (4.6)
and

lgllzy < M- gllzs + Mgl g1, (4.7)
for some proportional constant depending only on p and s.

Proof. See Section [5.2] O

4.4. Solving the auxiliary deterministic equation.

Let us fix (once and for all) a cut-off function p : RY — R of the form , and for all 7" > 0,
a,k >0, p,q > 2, define the space

L — 201K
Xom@a(T) = C([0,T]; H2*(RY)) N LP([0, T W24(RY)) N LEH, 2T (4.8)
Besides, recall that the space R, has been introduced in (4.2]).
We are finally in a position to state (and prove) the main result of this section:

Theorem 4.5. Assume that 1 < d < 3 and that

2 ifd=1
O<a<{ 15 ifd=2 (4.9)
5 fd=3.

Then one can find parameters r € [2a,1/2] and p,q > 2 such that for all $ € H2*(RY) and
(P W2) € R, there exists a time T > 0 for which equation [4.3) admits a unique solution in

the above-defined set Xﬁ’n’(p’q) (7).

Remark 4.6. As could be checked from a review of our arguments in the below proof, the
condition on « is essentially optimal with respect to the spaces and the tools that we have
relied on. To be more specific, condition is derived from an optimal choice of the four
parameters «, Kk, p, q in the scale of spaces , when using Lemmas to estimate the
right-hand side of (4.3)).

We do not pretend that this restriction on « could not be alleviated by considering a different
solution space, or using more sophisticated tools to control the equation.

Remark 4.7. As we mentionned it in the introduction, the well-posedness of similar (determin-
istic) quadratic NLS has already been studied in the literature. A recurrent ingredient consists
of sharp bilinear estimates prevailing in the so-called Bourgain spaces (see [7, [2]). However, it
seems to us that those techniques could not be directly applied to our problem, for two reasons.

Firstly, it is not clear how the term p?|u|? could be treated through the bilinear estimates
of [7], since the Bourgain spaces X*° are not stable by multiplication with a C° functiorﬂ
Secondly, even if we replace p with 1 in the initial problem (thus getting access to sharp
bilinear estimates for |u|?), it is unlikely that the stochastic terms ¢ and a2 can then be injected
into Bourgain spaces, owing to the spatial asymptotic behavior of those processes.

IWe thank Jean-Marc Delort for this remark.
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Just as in Section [3.3] the proof of Theorem [4.5]is in fact a straightforward consequence of
the following estimates for the map I'z g1 g2 defined for all T > 0 and (¥', ®2) € R, by

Iy g1 g2(0) = S(¢) + G(p*v]*) + G(pv - 1) + G(pv - ¥T) + G(W?),

where the shortcut notation G refers to the operator

G(u) = —1 /Ot St—r(ur) dr.

Proposition 4.8. Assume that 1 < d < 3 and that « satisfies condition (4.9)). Then one can

find parameters k > 0, p,q > 2 and € > 0 such that, setting X(T) := Xg"n’(p"n (T), the following
bounds hold true: for all0 < T < 1, ¢ € H?*(R?), (¥}, ¥?) ¢ R,, (¥1, ¥2) ¢ R, and
v,v1,v9 € X(T),

Iz w92 (@) xr) S [81m—20 + T [0l ) + 1€ zgow—or l0lxcr) + 193] e 20| (4.10)
and
HFT,\If},qlf (v1) — FT,\I:;,\Ifg (U2)||X(T)
S TS[H’Ul — ool xery{llvllxery + o2l x e} + 197 = ©3 ]| Loewy—aor 01l x (1)
+ 193 [ gew-er o1 = vallxry + 1193 = 3| e pg—2e] . (411)
where r depends on a and k and the proportional constants depend only on p and c.

The choice of the three parameters k,p,q in the above proposition highly depends on the
space dimension d € {1,2,3}. For the sake of clarity, let us consider each value of d in a distinct
subsection.

4.4.1. Proof of Proposition[[.8 when d = 1.

In this situation, we pick k such that 3a < k < inf(%,% —2a) and (p,q) := (00,2), so that
the space under consideration reduces to

X(T) = ([0, T); H~2(R)) O Lj H; 20"

Also, we set 6 := 22 € (0, 2).

We now bound each term in the expression of 'y g1 g2 separately. In the sequel we assume
that 0 < T < 1.

Bound on S(¢): As S is a unitary operator on H~2%(R), one has
1S Lge 20 = [Pl 20 -

Besides, since a < % and k < %, we can apply Lemma to assert that
1S()l S ol —2a

1
= —2a+k
LEH,

and we have thus shown that

15(D)lx(ry S 6]l r—2a-
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Bound on G(p?|v]?): Since k > 0, and since p is smooth and compactly-supported, one has
IG(o% 10 lx () = 11G(p% |0 | 50 pr-20 + G (7 [0 )||LHH_QQ+,€

< 20,12 2
~ ”g(p ’,U| )HL%OH72O‘+K + Hg(p ‘U’ )HLHH 2a+kK

g ”g(p2’7)|2)HL%oH—2a+n .
From here we can apply Strichartz inequality (Lemma E ) to assert that

IG(* o)l xcry S 12?0 4 (4.12)

3W 2a4k,1
By Lemma [3.T] one has, for every fixed t > 0,
1102 (s Mlw-2atwt S [lpv(t, Ml g—2atslpo(t, )l 2
and then, by Lemma [1.2]
lpo(t, 2 < llpo(t M -saullpo(ts )l o

which entails, for every fixed ¢ > 0,

12?1017 (, Vlw-2ate1 S llpo(t, M ase o0t 0

0
S ot Moo 0 Mt + 0t )2

where we have used Lemma [4.4] to derive the second inequality.

As a result,

T 2,12 3
| a1 )y s

ia 4(1+0) g
< ol / (e, D+ Tl
4(14+6)x
_4 kil 3(1=0) 1 3 8
ST G ( L@t an) Tl

1-2(140 5
ST )HHU”;(T)
and thus, going back to (4.12)), we have shown the desired estimate, that is

3_ K (0%
1G (210 xery S TT 2ol )

Bound on G(pv - ¥1), G(pv - ¥1): Since a < % and k < 3, we can appeal to Lemma to
assert that

5. Wl Wl = . Wl
19 #D 2o+ 1900 FDN 2 0 e
Slov- W e (413)
Let s > o and 2 < r,p < oo be such that 1/2 = 1/r + 1/p, then by Lemma [4.1], for every ¢ > 0
107 ) E i S ITLE e l0(E e (4.14)
Next, observe that if
1 1 d d
20+Kk—s=dz——-)=- & s=-2a+K——,
2 p r T
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we have the Sobolev embedding H ~2°+%(R9) < W#P(R%). Therefore, since —2a + k > a, if
r > 2 is large enough, s = —2a+ Kk — % > «, and from we deduce
17 - Bt Mo S NI lw-arllpo(t, )l sr-2ets
By applying Lemma [£.4] we obtain that for every t > 0,
o, M -2een S [0, ) g r20es + [0, )] -20
and so we deduce

o Wt s rr—o + I - |1 -0 S 23| oo {710 tiu + Tl g 20}

—2a+k
P
STV ”LOOW ar ||Vl x (1)
which, going back to (4.13)), leads us to
G- D 1 oy HIGo0 D 1 ST 0] x ) - (4.15)
Ly H; Ly H,

On the other hand, by applying Lemma [3.3] we get
1G(ov - W)l oo pr20 + G (pv - ) | oo 20 S 1190 - O papr—20 S 1107 P 12 pr-a
We are thus in the same position as in , and we can repeat the above arguments to obtain
1G (0 - @)l 0 1120 + G (pv - BD) | oo 20 S TV | posyy-—eor 0]l x 1) -
Combining this bound with , we can conclude that
1G(o7 - T D)l x(r) + G (o0 - Tl x(z) S T 1%L | Lo V]l x 2y

Bound on G(¥2): First, according to Lemma we know that
IG®D 1 STl Ly s-20 S T I2F 150520

oot
Then, by applying Lemma Wep obtain that
Hg(‘I’z)HLwH 20 STy 20 S TICT | Lo 20 s
and we have thus shown that
1G () I x(r) S T 193 oo pr—2e -

Combining the above estimates provides us with (4.10f). It is then easy to see that (4.11]) can
be derived from similar arguments.

4.4.2. Proof of Proposition[[.8 when d = 2.

In this situation, we pick r such that 3o < k < 3 — 2 and (p,q) == (4,4), so that the space
under consideration becomes

X(T) = C([O7 T]’ H_QO((RQ)) N L4([0, T], W—Qa,4(R2)) N L%H;ZOH_K )

Note in particular that the so-defined pair (p,q) is Schrodinger admissible. Also, as in the
previous section, we set 0 := 270‘ € (0, %), and we only focus on the derivation of (4.10) (esti-
mate (4.11]) could be obtained along the same arguments).

Bound on S(¢): The arguments are exactly the same as for d = 1 (see Section [4.4.1)), and yield
15(@)Ix ) S ¢l pr—2a-
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Bound on G(p?|v|?): Since k > 0, and since p is smooth and compactly-supported, one has

IG (0 [v)lx(ry = 1G(0% 10| e rr—20 + 1G (0% [0*) | a2 + G (P?[0]) HLKH 2etn

S NG 01z r-2atn + G (P[0 Layy—2etna + G (P[0 )”L~H i

S NGO 101 e r—20tn + 1G(P*[01*) | Lapy—20 .4
and from here we can apply Strichartz inequality (Lemma to assert that
1GG* [0 xcry S 6% [0 yryy-2ams (4.16)

where we define the (Schrodinger admissible) pair (r, s) along the formula

4 4
(r,s) = (m7 m)~
By Lemma [3.T] one has, for every fixed t > 0,
P[0t Mlyy-zasns S oot Mg-2assllpo(t )| s
Besides, by using Lemma [4.2] one can check that
lpv(t | 4 < llpvt, M r=zan 100t )y P2 -
Therefore, for every fixed ¢t > 0,

'>H1+0

10?102 (2, Mlyy-satrr S N0V I 20se l0V(E ) 15 200

0 0
S ot Mol Mo + oG M5 [0 s

where we have used Lemma [£.4] to derive the second inequality.
Then, taking A := 32;9 > 1, we get

T
| a1 Ry e

1
14+0)r' A 1-0)r'X (146) 1-6)
< ([ ;:2%) ([ ot 522 ) o oliis? [ e

With our choices of parameters (remember that £ < & — 2a and 6 = 22), one has in fact
1
(1+0)r'x=2(1+0)<— and (1-0)r'\N =4,
K
so that the above inequality yields

T /
| a0 )l o

1-2e40) (T : U & 1-~
5 T A /O dtH’U(t, ')HH72a+K HUHX(T) +7T

1—2k—da (14+6)r +i
ST vl

(1+6) 7' (1—0)

v olleir” ol

L T |lvll¥

It is now easy to check that this estimate can be rephrased as
2),12 L 2
P[0l 2 S AT+ T2 ol X7y 5

with € := (1 — 2k — 4a).
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Going back to (4.16]), we can conclude that

1
IG (0 [*)lx(ry S AT+ T2} |ol% 7 -

Bound on G(pv - ¥1), G(pv - ®1): Using the same arguments as for d = 1, we can show first
that

G (o7 - ®D)|| 2 +1G(pv-¥)| 1

" —2a+kK —2a+k
FH; LiH;

< oo @ s e
and then
107 -y o+ o0 BTy gy S TR e ol -
On the other hand, we can use Lemma [3.3] to assert that
(G (po - ‘I’%)”L%"H*M + 116 (pv 'E)HL%"H*ZQ) + (Ilg(pv - ‘Il%)HL‘*TW*?O‘A + 116 (pv 'E)HL‘}W*%‘A)
S lov ‘I’%HL;H*QQ S v ‘IJ}HLlTH*a :
Combining the above estimates easily provides us with the desired bound

1G(pw - ¥l x(ry + 1G(pv - ¥D) [ x(ry S T 1€ | gew-—eor 0]l x(ry -

Bound on G(¥2): The arguments are exactly the same as for d = 1 (see Section [4.4.1)), and
lead us to

1G(¥) xS T H‘Il%HL%’H—?“ :

4.4.3. Proof of Proposition[[.8 when d = 3.
In this situation, we pick k := 4« and (p,q) := (2,6), so that one has

1
X(T) = C((0, T} H-2(B) 1 L2(0,T): W-25(R%)) 1 LE H, 2+
Observe here again that (p,q) = (2,6) defines a Schrédinger admissible pair.

Bound on S(¢): We can repeat the arguments used for d = 1,2 to assert that
1S x (1) S 9l Fr-20m3).-

Bound on G(p?|v|?): Let us first write, just as for d = 2,

IG ([ x () = 1G(*[0*) | oo 120 + (G (0°[0]) ]| 2yy—206 + IIQ(pQIUIZ)HL%H,QW
T4p

S NGO 101 Lo rr-20tx + 1G (P2 [0I*) | L2 -2t w.6
and then apply Strichartz inequality (Lemma to obtain
G101 | x (1) S 0% 0P|

By Lemma [3.1} one has, for every fixed t > 0,

(4.17)

L%W—2a+n,g .

12?01t ) —asn s S N0Vl r=20n [l po(t, ) s -
Besides, by using Lemma one can check that

1 1
”IO’U(t, ')HL3 < ||pU(t, ')H}g—[—%ﬁ—n Hp’u(t, ')H]ﬁ\/—Qa,G :
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Therefore, for every fixed ¢ > 0,
3 1
’ 72a+m,g ~ . H—2a+k 9. W—2a,6
1?10 (¢, I, s S llov(t, )7 lpv(t, Iy

1 3 1
S llv(, )HH-zmllv(t, My-2ae + ([0 Il =20 [0 )5y -206 5

where we have used Lemma [4.4] to derive the second inequality.
This entails

r 2 2 2
| a1 P, g

3T ) 3 , T
([ @ttt Wames) ([ et DByesns )+ Wl [t lenlbasos

SAT ) L DYooy
which can obviously be recast as
1
< pii-24a) )2
o7 |v] !\LQTW%M,g ST loll%
Going back to (4.17)), we can conclude that

1(1-24c
IG (P10 x(ry S T34 o]l

(T)

Bound on G(pv - 1), G(pv - ¥1): Using the same arguments as for d = 2 (note indeed that
—2a+ Kk = 2a > a), we get that

1G (0 - D)) +1G(pv - D)y S T | geyy-ar [0l -

Bound on G(¥2): Here again, the arguments are exactly the same as for d = 1,2 and entail
G| x(r) < TI1€T g -2 -

4.5. Proof of Theorem [I.11]

With the statements of Proposition [I.6] and Theorem [4.5] in hand, we are of course in the
same position as in Section [3.:4] and so the desired properties follow again from an elementary
combination of these results.

5. APPENDIX

We gather here the proofs of two technical lemmas that have been used in the analysis of the
rough case, namely Lemma and Lemma

5.1. Proof of Lemma [4.3l
The argument is based on an interpolation procedure, combined with the following result:

Proposition 5.1 (Constantin-Saut [§]). Fiz d > 1. Let p : R — R be of the form [F,).
0<a<iand0<T<1. Assume that p € H-*(R?), F € L'([0,T]; H *(R%)), and consider
the solution u of the following inhomogeneous Schrédinger equation on R?
{ Wpu(t, x) — Au(t,z) = F(t,z), te€[0,T],x<cR?,
Uug = ¢
Then it holds that
lall , ey S I9llmo + 1y o (5.1)

TP
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where the proportional constant only depends on p and o.

Proof of Lemma[{.3 For every fixed ¢ € [0,T], we can use the commutator estimate (4.6) and
the fact that k < 1 to write

[t M g roen S lpults Yot + [Jult; )l o (5.2)
Then, by a standard interpolation argument (see Lemma , we get that
lout, lr-on < lloult, e llput )2

S Nt e e, -)Ilif,a+% + [t )l -,
p

where we have used (4.6]) to derive the second inequality.
By injecting the latter bound into (5.2)), we deduce that

u|| 1 < lu L=2r |2 + |l roorr—a .

I HL;HP_QM [l o [l . [ull Lo 1
Using estimates (3.4) to bound |lu[|fsefr-a, and then estimate (5.1)) to bound HUHLZTH;”%’ we
get the desired inequality (4.4]). O

5.2. Proof of Lemma [4.4l

In order to establish this commutator estimate, we can essentially follow the arguments of
Kato and Ponce in their proof of [32, Lemma X1]. However, in the specific case where p is a
test function (which is the situation we would like to handle here), the bound is clearly
sharper than the general estimate in [32, Lemma X1]. For this reason, let us briefly review the
main modifications leading to (4.5). The bound also follows from the theory of pseudo-
differential operators (see e.g. [I]) but the proof below only relies on the classical estimate by
Coifman and Meyer ([6]).

Proposition 5.2. Fir d > 1 and consider a function o € C®((R? x R%)\(0,0); R) satisfying

08050 (&m)| < Cap(I€] + [n) 71717 (5.3)
for all (£,n) # (0,0) and o, B € N Let us denote by B(c) the bilinear operator defined for all
test functions o, : R* - R as

B, b)) = [ dedne ol ) Fe(Fum).
Then it holds that

||B(U)(807¢)”L2(Rd) N ||90HL°°(R‘1)||¢HL2(]Rd)a
where the proportional constant only depends on the coefficients (Co,5)q gend in (5.3)).

Proof of Lemma[{.7]. The quantity under consideration can be written as
J(1d = 8)3(p- g) = p- (1d = A)3 (9) |22z

—c [ de| [ anl{+IePYE — {1+ nP)EIFole - mFon)
R R

2

Let us introduce a smooth function ® : R — [0, 1] with support in [ — %, 1] such that ® =1 on
[— %, %] Then bound the above integral as

2

/ddg‘/ddn {1+ 162)2 = {1+ P} 2] Fple = m)Fg(n)| ST+ e,
R R
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where
2

= [ de| [ anti- @)('5,;"') {1+ 1€2)E — {1+ o2} 3] Folé —n)Fo(n)

and
2

1€ — 1
il

Bound on J;. Using Cauchy-Schwarz inequality, we get first
L+ g2} — {1+ P}
<Nl dedn | (1 — o) (1= 2|1 (54
\71 = ||g||H (R4) (/I;dx]Rd § 77’( ( )| | ’ {1+|77|2}S 1 ( )

In order to show that the latter integral is indeed finite, observe that if (1 —®)(|¢ —n|/|n|) # 0,

then |¢ — | > 1|n|, and so |¢ —n| > £|¢|. Therefore, as p is smooth and compactly-supported,
one has, for all A\, 3 > 0,

o= [ de| [ ane(S )L+ 1€PYE - (14 WP p(e -~ m)Fon)

1= ) (S PIFote — )l < con sl + 1671 ML ).

and the finiteness of the integral in (5.4)) immediately follows.

Bound on J>. By Fourier isometry, we can write this quantity as Jo = ¢ HF H%Q (Rd) with

€]

F(z):= / dédn e @M
(2) = [, dédne (| |

JHL+ 1€+ nPHE — {1+ [nP2}E] Fo(€) Fo(n)

Then

B((E)I01+ 16 + P = {1+ 10P) ) Fole) o)

€ L {eer )
=o (o (1+ 55
€
]

oS0 (1SS ] (- 4)F g ).

N|w

- 1} Fp(€)Fg(n)

At this point, observe that if ¢ |§‘ 0, then |€] < L|n|, and so |(&, € +2n)| < I|n|?. Therefore,
3 9

we can rely on the pointwise expansmn

(m){l*‘”‘} [( MY‘] > ax(s) ('){H!n\ bR €+ 2,

7] 1+ [n|? =1 7]

where ag(s) := w

Since s > 0 and p, g are assumed to be test functions, one has

/Rdxw aedn 3 ‘“’“(3) (m){l + 02y 2R E € 2 Fp(6)F((1d — A)F

i1 7]

9)(n)

S(Slans)l) [, dean {1+ WPREIFAOIF (- 2)F9)n)] < o,

k>1
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and accordingly we can write

w>=Zak<S)AdXRddfdne1<“’f+" o(ED) 1+ Iyt 6+ 20 Fole) F((1a - )7

= I

9)(n)

~ S Z [ st () 1 P €20 e 2 [ F ) 7 (00 - 2T )

= ]
Using the notation of Proposition and the fact that &Fp(§) = 1F (0, p) (§), the latter identity
can be rephrased as
d

_Zzak ZB O-k,i)(axip) (Id_A)%g) )
=1

k>1
with

i) i= ()L P HE 6+ 2006 2m).

It is not hard to check that for all ¥ > 1 and 1 <7 < d, the function oy, ; satisfies condition (15.3)
with coefficients (Cy, ), gene independent of k and 7. Consequently, we are in a position to apply
Proposition [5.2] and conclude that

Il 2ey S D law($)] D 110wl oo ety 191l sty S N9l pra=1 (e -
k>1 i=1
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