
QUASI-CLASSICAL GROUND STATES. II.
STANDARD MODEL OF NON-RELATIVISTIC QED
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Abstract. We consider a non-relativistic electron bound by an external potential and cou-
pled to the quantized electromagnetic field in the standard model of non-relativistic QED.
We compute the energy functional of product states of the form u ⊗ Ψf , where u is a nor-
malized state for the electron and Ψf is a coherent state in Fock space for the photon field.
The minimization of this functional yields a Maxwell–Schrödinger system up to a trivial
renormalization. We prove the existence of a ground state under general conditions on the
external potential and the coupling. In particular, neither an ultraviolet cutoff nor an in-
frared cutoff needs to be imposed. Our results provide the convergence in the ultraviolet
limit and the second-order asymptotic expansion in the coupling constant of the ground state
energy of Maxwell–Schrödinger systems.
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1. Introduction

We consider in this paper a non-relativistic spin-1
2
particle (an electron) minimally cou-

pled to the quantized radiation field in the standard model of non-relativistic quantum elec-
trodynamics, with an external potential V . This physical system is mathematically de-
scribed by a Pauli-Fierz Hamiltonian H, introduced in [44], whose spectral and scattering
theories have been thoroughly studied since the end of the nineties (see, among others,
[2, 5, 6, 19, 21, 25, 26, 29, 47, 48] and references therein). To be well-defined, the Pauli-Fierz
Hamiltonian H requires an unphysical regularization: the interaction term comes with an
ultraviolet cutoff. Finding a renormalization procedure leading to the definition of the model
in the ultraviolet limit remains an important open problem.

Restricting the energy functional associated to H to well-chosen classes of states allows
one to study the energy and its infimum more easily. In the translation invariant case
(V = 0), considering the set of general product states u ⊗ Ψ where the state u of the
electron is a unit vector in the Hilbert space Hel = L2(R3;C2) and the state Ψ of the photon
field is a unit vector in Fock space, the ultraviolet divergence of the infimum of the energy
functional 〈(u⊗Ψ),H(u⊗Ψ)〉 has been studied by Lieb and Loss in [35], and by Bach and Hach
in [7]. Denoting by Λ the ultraviolet parameter associated to the ultraviolet cutoff introduced
into the interaction Hamiltonian, it is shown in [7, 35] that the corresponding ground state
energy diverges as Λ12/7 in the ultraviolet limit. Also in the translation invariant case, at a
fixed total momentum, the existence and uniqueness of a minimizer of the energy functional
over coherent or quasifree states has been studied in [3].

Product states of the form u⊗Ψ~f , with Ψ~f a coherent state parametrized by vectors ~f in
the one-particle Hilbert space h for the field, have been considered in [14–17]. The energy
functional

(u, ~f) 7→ 〈(u⊗Ψ~f ),H(u⊗Ψ~f )〉 (1.1)

is then called the quasi-classical energy. Indeed, assuming that the field degrees of freedom are
‘almost classical’, in the sense that the creation and annihilation operators a∗, a are rescaled
as a∗ε =

√
εa∗, aε =

√
εa (see also [1]), it is shown in [14–17], under suitable assumptions,

that the ground state energy of the rescaled Pauli-Fierz Hamiltonian Hε converges to the
infimum of the quasi-classical energy functional as ε→ 0.

In this paper, we also consider the quasi-classical energy functional (1.1). Up to a trivial
renormalization, we will see that minimizing (1.1) boils down to minimizing EV (u, ~A~f ), for
some ~f -dependent magnetic potential ~A~f , where EV (u, ~A) is the Maxwell-Schrödinger energy
in the Coulomb gauge, given by

EV (u, ~A) =‖~σ · (−i~∇− gχ̂ ∗ ~A)u‖2
L2 + 〈u, V u〉L2 +

1

32π3
‖ ~A‖2

Ḣ1 . (1.2)

Here ~σ is the vector of Pauli matrices, g is a coupling constant and χ a coupling function.
The coefficient (32π3)−1 comes from our choice of normalization of the Fourier transform, see
below.

For a general class of external potentials V (including both binding and confining poten-
tials) and coupling functions χ, we prove the existence of a ground state for EV . In particular,
neither an infrared nor an ultraviolet cutoff is needed in the interaction term of the energy.
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Furthermore, if an ultraviolet cutoff of parameter Λ is imposed, our results show that the
ground state energy converges in R, as Λ→∞.

To prove the existence of a quasi-classical ground state, we follow the usual strategy of the
calculus of variations. The main difficulty comes from the possible absence of an ultraviolet
cutoff. This induces singular terms with a critical behavior in the energy functional that
we handle using suitable estimates in Lorentz spaces. Note that Kramer’s symmetry of the
Maxwell-Schrödinger energy functional implies that the minimizer is not unique (even up to
a phase in u).

In [20], Fröhlich, Lieb and Loss studied the minimization problem of similar energy func-
tionals. Compared to [20], our results provide the existence of a ground state for large
classes of external potentials and coupling terms, and allow us to pass to the ultraviolet
limit. Moreover, we compute the second order asymptotic expansion at small coupling of the
ground state energy.

In the companion paper [12], we study the same problem in the case of a spinless, non-
relativistic particle linearly coupled to a scalar, quantized radiation field. Although the
overall strategies in [12] and the present paper are similar, the arguments used in the proofs
are significantly different. In particular, in the case of linear coupling, an easy argument shows
that the minimization of the quasi-classical ground state energy reduces to the minimization
of the Hartree energy (over the state u of the non-relativistic particle). In the present context
such a simplification does not occur: We have to minimize (1.2) over (u, ~A) in suitable spaces,
with the constraint ‖u‖L2 = 1 for the electron state and no constraint on the divergence-free
vector potential ~A in Ḣ1. Note however that some technical results concerning the electronic
Hamiltonian are used both in [12] and in this paper. They are stated here without proof.

We have focused in this work on the static problem, but the dynamical version, the
Maxwell–Schrödinger equations, has of course been also largely studied in the literature.
In particular, the Maxwell–Schrödinger equations have been derived in [41], where results
on the existence of solutions have been proven. The dynamics of the Maxwell–Schrödinger
equations has been further studied in [8, 9, 13, 22, 27, 32, 38, 40, 42, 46, 49, 50]. In rela-
tion with many-body systems, the Maxwell–Schrödinger equations have been obtained from
many-body dynamics in [34], see also [16].

Notations. We recall that for 1 ≤ p < ∞, the Lorentz spaces (or weak Lp spaces) Lp,∞(R3)
are defined as the set of (equivalence classes of) measurable functions f : R3 → C such that

‖f‖Lp,∞ := sup
t>0

λ
(
{|f | > t}

) 1
p t, (1.3)

is finite, where λ denotes Lebesgue’s measure.
The Fourier transform acting on tempered distribution is denoted by F , its inverse being

given by (2π)−3F̄ . (We use the normalization F(f)(x) =
∫
R3 e

−ix·ξf(ξ) dξ for f in L1(R3),
and hence F̄(f)(x) =

∫
R3 e

ix·ξf(ξ) dξ. This normalization is not the standard one but it
will be convenient in our context.) Throughout the paper, we use the following convention
about the convolution product. Let f and g be functions associated to tempered distributions.
Assume that F(g) identifies with a function such that fF(g) can be associated to a tempered
distribution. We write

F(f) ∗ g := (2π)−3F(fF̄(g)). (1.4)
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This convention is convenient in our context. It extends the well-known equality which holds
e.g. if f and g are in L1 or f is in L2 and g in L1.

In several places, we use localization functions η and η̃ in C∞(R3) such that η(x) = 1
if |x| ≤ 1, η(x) = 0 if |x| ≥ 2 and

η2 + η̃2 = 1 .

For all R > 0, we set

ηR(x) := η(x/R) and η̃R(x) := η̃(x/R) . (1.5)

If H1, H2 are two Hilbert spaces, L(H1,H2) stands for the set of bounded linear operators
from H1 to H2. Given a linear operator A on a Hilbert space H, we denote by D(A) its
domain and Q(A) its form domain. The topological dual of a Banach space B is denoted
by B∗.

1.1. The electronic Hamiltonian. If the coupling between the electron and the photon
field is turned out, the free Hamiltonian for the electron is of the form(

HV 0
0 HV

)
on Hel := L2(R3;C2) = L2(R3;C)⊕ L2(R3;C),

where
HV := −∆ + V (x) (1.6)

is defined on a domain contained in L2(R3;C). Here V : R3 → R is the external potential.
We display the dependence on V since one of our main hypotheses (see Hypothesis 1) assumes
the existence of a decomposition V = V1 + V2 such that V1 ≥ 0, V2 vanishes at ∞ and there
is a gap between the ground state energies of HV and HV1 .

The main examples we have in mind are confining potentials, V (x) → ∞ as |x| → ∞,
and Coulomb-type potentials, V (x) = −c|x|−1 with c > 0. We introduce general hypotheses
on V that are fulfilled by a large class of potentials, including the two preceding examples.
As we will see below, some of our main results have interesting consequences in special cases,
especially when V is confining.

We set
µV := inf σ(HV ),

and likewise if V is replaced by another potential. For U : R3 → R, we denote by

U+ := max(U, 0), U− := max(−U, 0),

the positive and negative parts of U , respectively, so that U = U+ − U−.
We make the following hypothesis.

Hypothesis 1 (Conditions on V ). The potential V satisfies V (x) = V (−x) for all x in R3

and there exist a ≥ 0 and b in R such that

V− ≤ a
√
−∆ + b

in the sense of quadratic forms on H1/2(R3). Moreover, V decomposes as V = V1 + V2 with
(i) V1 ∈ L1

loc(R3;R+),
(ii) V2 ∈ L3/2

loc (R3;R) and lim
|x|→∞

V2(x) = 0.
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Since V+ ≥ 0, HV+ = −∆ + V+ identifies with a non-negative self-adjoint operator on
L2(R3) with form domain

Q(HV+) = Q(−∆) ∩Q(V+) =
{
u ∈ H1(R3),

∫
R3

V+(x)|u(x)|2 dx < +∞
}
.

Moreover, it follows from Hypothesis 1 that HV identifies with a semi-bounded self-adjoint
operator with form domain Q(HV ) = Q(HV+) = Q(HV1). In particular, µV and µV1 are
well-defined. See Section 2.1 for justifications.

The state of the electron is represented by a unit vector in the space L2(R3;C2). We set

QV := Q(HV )⊗ C2 , (1.7)

and note that QV is a Hilbert space for the norm

‖u‖2
QV

:= ‖u‖2
H1 +

∥∥(V+)
1
2 ⊗ IC2 u

∥∥2

L2 .

We will most of the time consider an electron state u in

U := {u ∈ QV | ‖u‖L2 = 1} . (1.8)

Finally, in order to obtain the asymptotic expansion of the infimum of the Maxwell-
Schrödinger energy functional with respect to the coupling constant, we will require that
HV has a unique ground state. By Perron-Frobenius arguments, it is well-known that, under
suitable conditions on V , if µV is an eigenvalue of HV then it is simple and there exists a
corresponding strictly positive eigenstate (see e.g. [45, Theorems XIII.46 and XIII.48]). We
will make the following related hypothesis.

Hypothesis 2 (Ground state of HV ). The ground state energy µV of HV = −∆+V is a sim-
ple isolated eigenvalue associated to a unique positive ground state uV belonging to L2(R3;R+)
and such that ‖uV ‖L2 = 1.

The orthogonal projection onto the vector space spanned by ( uV0 ) and ( 0
uV ) in L2(R3;C2)

is denoted by ΠV . We also set Π⊥V := IL2(R3;C2) − ΠV .

1.2. Standard model of non-relativistic QED. In the standard model of non-relativistic
QED, the quantized electromagnetic field is represented by a vector-valued bosonic field whose
Hilbert space is given by the symmetric Fock space

Hf := Fs(L
2
⊥(R3;C3)) =

+∞⊕
n=0

n∨
L2
⊥(R3;C3) ,

where L2
⊥(R3;C3) = {~f ∈ L2(R3;C3) | ∀k ∈ R3, k · ~f(k) = 0}. The free field Hamiltonian in

momentum representation is the second quantization of the multiplication operator by the
euclidean norm of k,

Hf := dΓ(|k|) .
The kinetic energy of the electron minimally coupled to the field is given by the following

expression, which is quadratic in the creation and annihilation operators,(
~σ ·
(
− i~∇x ⊗ IC2 ⊗ If − ~A(~mx)

))2

,
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where
~A(~mx) := (a(~mx,j) + a∗(~mx,j))1≤j≤3

has three components, corresponding to the three components for 1 ≤ j ≤ 3 of the coupling
functions

~mx,j(k, τ) := g
χ(k)

|k|1/2
e−ik·x~ετ,j(k) ,

and the Pauli matrices are

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
.

The coupling functions are defined using a family (~ετ (k))τ∈{1,2,3} of polarization vectors, i.e.
orthonormal bases of R3 depending on k in R3 \ {~0} and such that ~ε3(k) = k/|k|, a coupling
constant g in R and an ultraviolet cutoff function χ such that χ/|k|1/2 and χ/|k| are both
in L2(R3). Note, though, that these conditions on χ will be relaxed to some extent in our
study of the Maxwell–Schrödinger functional.

The Pauli-Fierz Hamiltonian of the standard model of non-relativistic QED is given by

H :=
(
~σ ·
(
− i~∇x ⊗ IC2 ⊗ If − ~A(~mx)

))2

+ V ⊗ IC2 ⊗ If + Iel ⊗Hf

=
(
− i~∇x ⊗ IC2 ⊗ If − ~A(~mx)

)2 − ~σ ·
√

2Φ(~∇x ∧ ~mx) + V ⊗ IC2 ⊗ If + Iel ⊗Hf , (1.9)

where the normalization of the field operator is given in the Appendix, see (A.1). The
operator H on Hel ⊗ Hf = L2(R3;C) ⊗ C2 ⊗ Hf identifies with a self-adjoint operator with
form domain

Q(H) := Q(Hfree), Hfree := HV ⊗ IC2 ⊗ If + Iel ⊗Hf , (1.10)
see Appendix A, where HV is defined in (1.6). Under suitable assumptions on V and χ, one
can actually check that D(H) := D(Hfree), see [28, 30].

1.3. The Maxwell–Schrödinger energy functional. We take u in U and consider a
coherent state

Ψ~f = eiΦ(
√

2
i
~f)Ω ∈ Hf

with parameter ~f in L2
⊥(R3;C3) ∩ Z. Here

Z :=

{
~f(k) =

∑
1≤τ≤2

fτ (k)~ετ (k) | k 7→ |k|1/2 ~f(k) ∈ L2(R3, dk)

}
. (1.11)

A direct computation (see Section 3.1) yields the following formula for the energy of the
product state u⊗Ψ~f assuming that χ(−k) = χ(k):〈

(u⊗Ψ~f ),H(u⊗Ψ~f )
〉
H = 2g2‖|k|−1/2χ(k)‖2

L2 +
〈
~f−, |k|~f−

〉
L2 + EV (u, ~A~f ), (1.12)

where EV is defined by (1.2),
~A~f := 2F(~f+(k)|k|−1/2) , (1.13)

and we have set ~f+(k) := 1
2
(~f(k) + ~f(−k)), ~f−(k) := 1

2
(~f(k)− ~f(−k)). Note that

EV (u, ~A) =‖(−i~∇− gχ̂ ∗ ~A)u‖2
L2 + 〈u, (V − gχ̂ ∗ ~σ · ~B)u〉L2 +

1

32π3
‖ ~A‖2

Ḣ1 , (1.14)
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with ~B = ~∇ ∧ ~A . We thus obtain the stationary Maxwell–Schrödinger energy functional in
the Coulomb gauge introduced in [41], which we refer to as the Maxwell–Schrödinger energy
functional.

If V (x) = V (−x), this energy functional is invariant under Kramer’s symmetry,

EV (νu, ~A(−·)) = EV (u, ~A), (1.15)

where νu (x) = σ2u(−x), see [39]. Hence, in general, we can only hope for uniqueness of the
minimizer modulo this symmetry.

As we will see in Section 3, the Maxwell–Schrödinger energy functional is well-defined
when (u, ~A) belongs to U ×A, where

A := { ~A ∈ Ḣ1(R3;R3) | ~∇ · ~A = 0} (1.16)

and χ satisfies the following assumption:

Hypothesis 3 (Conditions on χ). The cutoff function χ : R3 → R satisfies χ(−k) = χ(k)
for all k in R3 and

χ

|k|
∈ L2(R3) + L3,∞(R3) .

Remark 1.1. At the expense of slightly more involved expressions in some places, our main
results below hold under the more general assumption that χ is complex-valued and satisfies
χ(−k) = χ(k) for all k in R3.

The main quantity studied in this paper is

EU := inf
U×A
EU ,

with U a potential satisfying Hypothesis 1.

1.4. Main results. We begin with the following proposition which relates minimizers of the
Maxwell–Schrödinger energy functional to minimizers of the energy of product states u⊗Ψ~f

in the standard model of non-relativistic QED.

Proposition 1.2. Suppose that V satisfies Hypothesis 1 and that χ satisfies Hypothesis 3.
If (ugs, ~Ags) is a global minimizer of EV over U ×A, then there exists ~fgs in L2

⊥(R3;C3) ∩ Z
such that ~Ags = ~A~fgs

in the sense of (1.13).

This result shows that, up to the trivial renormalization consisting in removing the χ-
dependent constant obtained from normal-ordering the Hamiltonian H, the minimizers of
the energy of product states u ⊗ Ψ~f in the standard model of non-relativistic QED can be
computed via the Maxwell–Schrödinger energy functional. More precisely,

min
(u,~f)∈U×(L2

⊥∩Z)

〈
(u⊗Ψ~f ),H(u⊗Ψ~f )

〉
− 2g2

∥∥∥ χ(k)√
|k|

∥∥∥2

L2
= min

(u, ~A)∈U×A
EV (u, ~A), (1.17)

the minimizers in both sides of the equality (if they exist) being related as in (1.13).
Our main result concerning the existence of a minimizer for EV is the following.
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Theorem 1.3 (Existence of a ground state for Maxwell–Schrödinger). Suppose that V sat-
isfies Hypothesis 1 and that χ = χ1 + χ2 satisfies Hypothesis 3 with χ1/|k| in L2 and
χ2/|k| in L3,∞. Suppose that the decomposition V = V1 + V2 of Hypothesis 1 can be cho-
sen such that EV1 > EV . With the constant a ≥ 0 from Hypothesis 1 and some universal
constant C > 0 (see Lemma 2.4), if

32π3aC2g2
∥∥∥χ2

|k|

∥∥∥2

L3,∞
< 1 , (1.18)

then the Maxwell–Schrödinger energy functional EV admits a minimizer (ugs, ~Ags) in U ×A.

Remark 1.4. For |g| ‖χ2/|k|‖L2+L3,∞ sufficiently small, the existence of a ground state holds
without assuming the presence of an ultraviolet cutoff. The case χ = 1 is indeed covered by
the previous theorem, since 1/|k| belongs to L3,∞.

Remark 1.5. The smallness condition (1.18) only concerns the critical part χ2 such that χ2/|k|
belongs to L3,∞. We do not require any restriction on ‖χ1/|k|‖L2.

Remark 1.6. The condition EV1 > EV is verified in many cases of interest:
• For potentials V such that µV < 0 (e.g. if V is a negative Coulomb potential), one
has EV ≤ µV < 0 ≤ EV1.
• For confining potentials (i.e. such that V (x) → ∞ as |x| → ∞), Lemma 2.2 and
Proposition 3.6 imply that there always exists a decomposition V = V1 + V2 such
that EV < EV1.
• Assuming the ‘binding’ condition µV1 > µV and that |g|

∥∥ χ
|k|

∥∥
L2+L∞,3 ≤ CV with CV

small enough, Proposition 3.6 implies that EV1 > EV .

Remark 1.7. If one considers a spinless particle instead of an electron, then the previous
theorem becomes trivial. Indeed, using the diamagnetic inequality, it is not difficult to verify
that the Maxwell–Schrödinger energy of a spinless particle reaches its minimum when ~A = 0.
On the contrary, Proposition 1.9 below shows that the minimizer of the Maxwell–Schrödinger
energy for a spin-1

2
electron is not trivial in general.

Remark 1.8. If (u, ~A) is a minimizer of the Maxwell-Schrödinger energy functional EV ,
then, by Kramer’s symmetry (1.15), (νu, ~A(−·)) is another minimizer of EV , different from
the first one since νu ⊥ u. We conjecture that, for g > 0 sufficiently small, there are exactly
two minimizers for EV , up to the phase symmetry with respect to u.

To prove Theorem 1.3 we apply the usual strategy from the calculus of variations [36, 37],
considering a minimizing sequence (uj, ~Aj) in U × A and proving that it converges, along
some subsequence, to a minimizer of EV . A difficulty here comes from the fact that the
minimization problem is subject to a constraint on the parameter u, but not on ~A. We first
establish a suitable coercivity property that allows us to localize possible minimizers to a ball
in U × A. This implies that (uj, ~Aj) converges weakly to some (u∞, ~A∞) in U × A. Then
we can the relative compactness in L2 of a ball in H1 to deduce that (uj) converges strongly
in L2 to u∞. This in turn suffices to prove the existence of a minimizer.

The main difficulty to implement this approach comes from the presence of singular terms
in the interaction (i.e. terms involving χ2 with χ2/|k| in L3,∞). In order to handle them, we
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use suitable estimates in Lorentz spaces that we detail in the next section. This is one of the
main novelties of this paper, which allows us to remove the ultraviolet cutoff, and which we
believe is naturally suited to study the minimization problem in the present context.

Our next proposition establishes the asymptotic expansion of the ground state energy EV
up to third order in the coupling constant, assuming that V and χ are radial.

Proposition 1.9 (Asymptotic expansion of the ground state energy at small coupling).
Suppose that V satisfies Hypothesis 1 and 2, and χ satisfies Hypothesis 3. Suppose also that
V and χ are radial, and that the decomposition V = V1 + V2 of Hypothesis 1 can be chosen
such that EV1 > EV . There exist εV > 0 and CV > 0 such that, if

gχ := |g|
∥∥∥ χ|k|∥∥∥L2+L3,∞

≤ εV ,

then the minimum of the energy satisfies∣∣∣∣EV − µV − 8π3
(∫

(gχ̂ ∗ u2
V )2 +

1

3

∫
(gχ̂ ∗ ~∇u2

V )2
)∣∣∣∣ ≤ CV g4

χ . (1.19)

In particular, if χ = 1, then∣∣∣∣EV − µV − g2(8π3)3
(∫

u4
V +

1

3

∫
(~∇u2

V )2
)∣∣∣∣ ≤ CV g4

χ .

Remark 1.10. The asymptotic expansion at small coupling of the ground state energy of the
Hamiltonian H in the standard model of non-relativistic QED has been computed in [4].

To prove Proposition 1.9, we derive Euler-Lagrange type equations for minimizers (ugs, ~Ags),
which we subsequently project to the vector space spanned by the electronic ground states
and its orthogonal complement. The asymptotic expansion in Proposition 1.9 then follows
from estimating these equations.

Our last concern is to prove the convergence of the ground state energies in the ultraviolet
limit. More precisely, suppose that the interaction between the electron and the field is cut-off
in the ultraviolet, i.e. that the Maxwell–Schrödinger energy functional is given by

EV,Λ(u, ~A) :=
∥∥~σ · (−i~∇− gχ̂Λ ∗ ~A)u

∥∥2

L2 + 〈u, V u〉L2 +
1

32π3
‖ ~A‖2

Ḣ1 , (1.20)

with χΛ = χ1|k|≤Λ, for some ultraviolet parameter Λ > 0. Define the ground state energies
EV,Λ by

EV,Λ := inf
(u, ~A)∈U×A

EV,Λ(u, ~A). (1.21)

The next proposition then shows that EV,Λ converges to EV as Λ→∞.

Proposition 1.11 (Ultraviolet limit of the ground state energies). Suppose that V satisfies
Hypothesis 1 and that χ satisfies Hypothesis 3. Then

EV,Λ −→
Λ→∞

EV .

Note that the conditions imposed in Proposition 1.11 are weaker than those ensuring the
existence of a ground state in Theorem 1.3.
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1.5. Organisation of the paper. In the preliminary Section 2, we state estimates on the
electronic Hamiltonian. Most of the proofs can be found in the companion paper [12]. We
also establish functional inequalities in Lorentz spaces used to handle the ultraviolet limit in
the Maxwell-Schrödinger energy functional. Our main results are proved in Section 3: We
first reduce the variational problem for (1.1) to the minimization of the Maxwell–Schrödinger
energy functional (1.2) in Section 3.1. Existence of a minimizer for the Maxwell–Schrödinger
energy as stated in Theorem 1.3 is proved in Section 3.2. In Section 3.3, we establish useful
properties of the set of minimizers. We compute the expansion of the ground state energy for
small coupling constants and prove Proposition 1.9 in Section 3.4. Finally, the convergence of
the ground state energies in the ultraviolet limit (Proposition 1.11) is proved in Section 3.5.
For the sake of completeness, the self-adjointness of the Pauli-Fierz Hamiltonian and its
quadratic form domain are recalled in Appendix A.

2. Preliminaries

In this preliminary section, we gather several technical estimates that will be used in the
next section to prove our main results. The first subsection mainly concerns the electronic
Hamiltonian HV . We refer to the article [12] for a proof of some of the stated results. In a
second subsection, we give some functional estimates in Lorentz spaces that will be used in a
crucial way to control the interactions terms in the Maxwell–Schrödinger energy functional.

2.1. Estimates on the electronic part. Recall that our assumptions on the external po-
tential V of the electronic Hamiltonian HV = −∆ + V have been introduced in Section 1.1.
We begin with a few remarks showing that HV is well-defined and that Q(HV ) = Q(HV+) =
Q(HV1) with V1 as in Hypothesis 1.

First, V− is form bounded with respect to
√
−∆, by Hypothesis 1. This implies by a well-

known argument that V− is also form bounded with respect to HV+ with a relative bound less
than 1, and hence the KLMN Theorem (see [45, Theorem X.17]) yields that HV identifies
with a semi-bounded self-adjoint operator with form domain Q(HV ) = Q(HV+).

Next, Hypothesis 1(ii) implies that V2 is relatively form bounded with respect to
√
−∆ with

relative bound 0. Indeed, for R sufficiently large, V21|x|≥R belongs to L∞(R3) since V2(x)→ 0

as |x| → ∞, while V21|x|≤R belongs to L3/2(BR) with BR := {x ∈ R3 | |x| ≤ R}, since V2

is in L
3/2
loc (R3). Therefore V2 belongs to L3/2(R3) + L∞(R3) and hence we can apply [45,

Theorem X.19] to deduce that V2 is infinitesimally form-bounded with respect to
√
−∆. In

turn, since V+ − V1 = V2 + V− is form bounded with respect to
√
−∆, it is not difficult to

verify that Q(HV+) = Q(HV1).
We recall a version of the IMS localization formula (see e.g. [18]), used to split the con-

tributions to the energy for large x and for small x. We state it for a magnetic kinetic
energy since this context is relevant in Section 3 to study the Maxwell–Schrödinger energy
functional.

Lemma 2.1 (Magnetic IMS localization formula). Let ~A ∈ L2
loc(R3;R3) and η, η̃ : R3 → R

be differentiable with bounded first derivatives and such that η2 + η̃2 = 1. Let u ∈ H1
~A

= {ũ ∈
L2 | (−i~∇− ~A)ũ ∈ L2}. Then

‖(−i~∇− ~A)u‖2 = ‖(−i~∇− ~A) η u‖2 + ‖(−i~∇− ~A) η̃ u‖2 + 〈u, (|~∇η|2 + |~∇η̃|2)u〉 . (2.1)
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Proof. Using the commutator [−i~∇− ~A, η] = (−i~∇η) three times yields

〈(−i~∇− ~A)u, (−i~∇− ~A) η2u〉 = 〈(−i~∇− ~A) ηu, (−i~∇− ~A) ηu〉 − 〈u, (−i~∇η)2u〉

+
1

2
〈u, (−(−i~∇η2)(−i~∇− ~A) + (−i~∇− ~A) (−i~∇η2))u〉 . (2.2)

Summing (2.2) and the same equation with η replaced by η̃ leads to

‖(−i~∇− ~A)u‖2 = ‖(−i~∇− ~A) η u‖2 + ‖(−i~∇− ~A) η̃ u‖2 + 〈u, (|~∇η|2 + |~∇η̃|2)u〉

+
〈
u,
(
− (−i~∇η

2 + η̃2

2
)(−i~∇− ~A) + (−i~∇− ~A)(−i~∇η

2 + η̃2

2
)
)
u
〉

which implies the result since η2 + η̃2 is constant. �

The following lemma shows that, for confining potentials V , the gap µV1−µV can be made
as large as we want, provided that the potential V1 is suitably chosen. The proof can be
found in the companion paper [12].

Lemma 2.2. Suppose that V = V+ − V− is such that
(i) V+ ∈ L1

loc(R3),

(ii) V− ∈ L3/2
loc (R3),

(iii) V (x)→∞ as |x| → ∞.
Then, for all C > 0, there exist a decomposition V = V1,C + V2,C as in Hypothesis 1 such
that, moreover,

µV1,C
− µV ≥ C.

To conclude this section, we give a lemma, proved again in the companion paper [12], which
is useful to prove the existence of minimizers for the energy functional studied in Section 3.

Lemma 2.3. Suppose that V satisfies Hypothesis 1. Let (uj)j∈N be a bounded sequence
in H1(R3) which converges weakly to u∞ in H1(R3), and strongly in L2(R3). Then

〈u∞, (−∆ + V )u∞〉 ≤ lim inf
j→∞

〈uj, (−∆ + V )uj〉 .

2.2. Functional inequalities in Lorentz spaces. In the proof of our main results, we use
in a crucial way some functional inequalities in Lorentz spaces that we present in this section.
For 1 ≤ p < ∞, the Lorentz spaces Lp,∞ = Lp,∞(Rd) are defined as the set of (equivalence
classes of) measurable functions f : Rd → C such that (1.3) holds.

More generally, for 1 ≤ p < ∞ and 1 ≤ q ≤ ∞, the Lorentz spaces Lp,q = Lp,q(Rd) are
defined as the set of (equivalence classes of) measurable functions f : Rd → C such that the
quasi-norm

‖f‖Lp,q := p1/q‖λ({|f | > t})1/p t‖Lq((0,∞),dt/t)

is finite.
For 1 ≤ p < ∞ and 1 ≤ q1 ≤ q2 ≤ ∞, the continuous embedding Lp,q1 ⊆ Lp,q2 holds.

Moreover Lp,p identifies with the Lebesgue space Lp. We use the following generalizations of
Hölder and Young’s inequality in Lorentz spaces, see [11, 33, 43, 51] or [23, 1.4.19].
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For 1 ≤ p1, p2 <∞, 1 ≤ q1, q2 ≤ ∞, Hölder’s inequality states that

‖f1f2‖Lp,q . ‖f1‖Lp1,q1‖f2‖Lp2,q2 ,
1

p
=

1

p1

+
1

p2

,
1

q
=

1

q1

+
1

q2

, (2.3)

whenever the right hand side is finite.
Young’s inequality states that, for 1 < p, p1, p2 <∞, 1 ≤ q1, q2 ≤ ∞,

‖f1 ∗ f2‖Lp,q . ‖f1‖Lp1,q1‖f2‖Lp2,q2 , 1 +
1

p
=

1

p1

+
1

p2

,
1

q
=

1

q1

+
1

q2

. (2.4)

2.2.1. Functional inequalities in the Maxwell–Schrödinger setting. We present estimates which
will play an important role in the next section. We work in the setting of the Maxwell–
Schrödinger energy functional introduced in (1.3), with u in QV ⊂ L2(R3;C2) (see (1.7)) and
A in Ḣ1(R3;R3).

Lemma 2.4. Under Hypothesis 3 on χ = χ1 +χ2 with χ1/|k| in L2 and χ2/|k| in L3,∞, there
exists a universal constant C > 0 such that,

∀(u, ~A) ∈ H1× Ḣ1, ‖(χ̂ ∗ ~A)u‖L2 ≤ C‖ ~A‖Ḣ1

(∥∥∥∥χ1

|k|

∥∥∥∥
L2

‖u‖L2 +

∥∥∥∥χ2

|k|

∥∥∥∥
L3,∞
‖u‖Ḣ1/2

)
, (2.5)

and

∀(u, ~A) ∈ QV × Ḣ1, ‖(χ̂ ∗ ~A)u‖L2 ≤ C

∥∥∥∥ χ|k|
∥∥∥∥
L2+L3,∞

‖ ~A‖Ḣ1‖u‖1/2

L2 ‖u‖1/2
QV

. (2.6)

Proof. In this proof X . Y means that there is a universal constant c such that X ≤ cY .
Hölder and Young’s inequalities are sufficient to estimate

‖(χ̂1 ∗ ~A)u‖L2 . ‖(χ1F ~A) ∗ Fu‖L2 ≤ ‖χ1F ~A‖L1 ‖u‖L2

≤ ‖χ1/|k|‖L2 ‖|k| F ~A‖L2 ‖u‖L2 ≤ ‖χ1/|k|‖L2 ‖ ~A‖Ḣ1 ‖u‖L2 .

Similarly,

‖(χ̂2 ∗ ~A)u‖L2 .
∥∥∥(
χ2

|k|
|k|F ~A) ∗ (

1

|k|1/2
(Fu)1/2|k|1/2(Fu)1/2)

∥∥∥
L2
,

which can be estimated using the Hölder and Young’s inequalities in Lorentz spaces, see
(2.3)–(2.4) (or the Brascamp-Lieb inequality in Lorentz spaces, see [10, 11]): for any ϕ
in L2(R3;C2),∣∣∣ ∫∫ ϕ(k′)

(χ2(k′ − k)

|k′ − k|
|k′ − k|F ~A(k′ − k)

)( 1

|k|1/2
|k|1/2Fu

)
dk dk′

∣∣∣
. ‖ϕ‖L2

∥∥∥χ2

|k|

∥∥∥
L3,∞
‖|k|F ~A‖L2

∥∥∥ 1

|k|1/2
∥∥∥
L6,∞
‖|k|1/2Fu‖L2 .

By duality, one gets the estimate:

‖(χ̂2 ∗ ~A)u‖L2 .
∥∥∥χ2

|k|

∥∥∥
L3,∞
‖ ~A‖Ḣ1‖u‖Ḣ1/2 .

This proves (2.5). Hölder’s inequality then yields (2.6), since

‖u‖Ḣ1/2 .
∥∥|Fu|1/2|k|1/2|Fu|1/2∥∥

L2 .
∥∥|Fu|1/2∥∥

L4

∥∥|k|1/2|Fu|1/2∥∥
L4 . ‖u‖

1/2

H1 ‖u‖1/2

L2 .
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This ends the proof. �

Lemma 2.5. Under Hypothesis 3 on χ, there exists a universal constant C > 0 such that,
for all tempered distribution w such that Fw is in L∞ ∩ L6,2,

‖χ̂ ∗ w‖Ḣ−1 ≤ C
∥∥∥ χ|k|∥∥∥L2+L3,∞

‖Fw‖L∞∩L6,2 , (2.7)

and for all u1 in L2, u2 in H1, and 0 < Λ ≤ ∞,

‖1|k|≤ΛF(u1u2)‖L∞∩L6,2 ≤ C‖u1‖L2‖u2‖H1 . (2.8)

Proof. With a decomposition χ = χ1 + χ2 where χ1/|k| in L2 and χ2/|k| in L3,∞, Hölder’s
inequality gives

‖χ̂1 ∗ w‖Ḣ−1 .
∥∥∥χ1

|k|

∥∥∥
L2
‖Fw‖L∞ .

Likewise, Hölder’s inequality in Lorentz spaces, see (2.3), yields

‖χ̂2 ∗ w‖Ḣ−1 .
∥∥∥χ2

|k|
Fw
∥∥∥
L2
≤
∥∥∥χ2

|k|

∥∥∥
L3,∞
‖Fw‖L6,2 .

This proves (2.7).
Now, by the continuity of the Fourier transform from L1 to L∞ and Hölder’s inequality,

‖1|k|≤ΛF(u1u2)‖L∞ ≤ ‖u1u2‖L1 . ‖u1‖L2‖u2‖L2 .

Then Young’s inequality in Lorentz spaces (2.4) yields∥∥1|k|≤ΛF(u1u2)
∥∥
L6,2 = ‖F(u1) ∗ F(u2)‖L6,2 . ‖F(u1)‖L2,2 ‖F(u2)‖L3/2,∞ .

Using the fact that L2,2 = L2 and Hölder’s inequality in Lorentz spaces (2.3) yields

‖F(u1)‖L2,2 ‖F(u2)‖L3/2,∞ . ‖u1‖L2

∥∥ |k|−1/2
∥∥
L6,∞

∥∥ |k|1/2F(u2)
∥∥
L2,∞ .

Since L2,2 = L2 is continuously embedded in L2,∞, and since ‖u2‖Ḣ1/2 ≤ ‖u2‖H1 this yields
(2.8). �

Recall that Q∗V stands for the topological dual of QV (see (1.7)) and that the space A has
been defined in (1.16).

Lemma 2.6. Suppose that V satisfies Hypothesis 1 and that χ satisfies Hypothesis 3. There
exists a universal constant C > 0 such that, for all ~A in A and u in H1,

‖(−i~∇u) · (χ̂ ∗ ~A)‖Q∗V ≤ C

∥∥∥∥ χ|k|
∥∥∥∥
L2+L3,∞

‖ ~A‖Ḣ1‖u‖1/2

H1 ‖u‖1/2

L2 ,

‖χ̂ ∗ ~σ · (~∇∧ ~A)u‖Q∗V ≤ C

∥∥∥∥ χ|k|
∥∥∥∥
L2+L3,∞

‖ ~A‖Ḣ1‖u‖1/2

H1 ‖u‖1/2

L2 ,

‖(χ̂ ∗ ~A)2u‖Q∗V ≤ C

∥∥∥∥ χ|k|
∥∥∥∥2

L2+L3,∞
‖ ~A‖2

Ḣ1‖u‖
1/2

H1 ‖u‖1/2

L2 .
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Proof. By duality, using that ~∇ · ~A = 0, we have

‖(−i~∇u) · (χ̂ ∗ ~A)‖Q∗V = sup
‖v‖QV

=1

∣∣∣∣∫ v(x)[(−i~∇u(x)) · (χ̂ ∗ ~A)(x)] dx

∣∣∣∣
= sup
‖v‖QV

=1

∣∣∣∣∫ −i~∇v(x)[u(x) · (χ̂ ∗ ~A)(x)] dx

∣∣∣∣
≤ sup
‖v‖QV

=1

‖~∇v‖L2‖(χ̂ ∗ ~A)u‖L2

≤ sup
‖v‖QV

=1

‖v‖QV
‖(χ̂ ∗ ~A)u‖L2 ≤ ‖(χ̂ ∗ ~A)u‖L2 .

This last quantity is estimated thanks to Lemma 2.4:

‖(χ̂ ∗ ~A)u‖L2 .

∥∥∥∥ χ|k|
∥∥∥∥
L2+L3,∞

‖ ~A‖Ḣ1‖u‖1/2

H1 ‖u‖1/2

L2 .

The estimate of ‖χ̂ ∗ ~σ · (~∇∧ ~A)u‖Q∗V is analogous, using that∫
v(x)

(
χ̂ ∗ ~σ · (~∇∧ ~A)u

)
(x)dx = −

〈
(~∇∧ ~σ)v , (χ̂ ∗ ~A)u

〉
L2 .

Similarly, by duality, Hölder’s inequality and Lemma 2.4,

‖(χ̂ ∗ ~A)2u‖Q∗V = sup
‖v‖QV

=1

∣∣∣∣∫ v(χ̂ ∗ ~A)2u

∣∣∣∣
≤ ‖(χ̂ ∗ ~A)v‖L2‖(χ̂ ∗ ~A)u‖L2 .

∥∥∥∥ χ|k|
∥∥∥∥2

L2+L3,∞
‖ ~A‖2

Ḣ1‖u‖
1/2

H1 ‖u‖1/2

L2 .

This concludes the proof of the lemma. �

3. Proofs of the main results

In this section we prove our main results stated in Section 1.4. In Section 3.1, we show
that minimizing the Pauli-Fierz energy over coherent states is equivalent to minimizing the
Maxwell–Schrödinger energy functional over its natural definition domain. The existence
of a minimizer stated in Theorem 1.3 is proved in Section 3.2, using coercivity and lower
semicontinuity arguments. In Section 3.3 we study the set of minimizers of the Maxwell–
Schrödinger energy functional for small coupling constants. In particular, the Euler-Lagrange
equations leads to useful estimates for the minimizers, which in turn allows us to obtain in
Section 3.4 the second-order asymptotic expansions of the ground state energy at small
coupling stated in Proposition 1.9. Finally, we prove the convergence of the quasi-classical
ground state energy in the ultraviolet limit (Proposition 1.11) in Section 3.5.

3.1. Reduction to the Maxwell–Schrödinger energy functional. We first justify the
derivation of the Maxwell–Schrödinger energy functional appearing in (1.12). To this end we
compute the energy of product state u⊗Ψ~f in the standard model of non-relativistic QED.
Recall that u is in U (see (1.8)) and ~f is in L2

⊥(R3;C3) ∩ Z (see (1.11)).
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We introduce a direct sum decomposition Z = Z+ ⊕Z− where

Z+ :=
{
~f ∈ Z, ~f(−k) = ~f(k) ∀k ∈ R3

}
, Z− :=

{
~f ∈ Z, ~f(−k) = −~f(k) ∀k ∈ R3

}
.

Note that any ~f in Z decomposes as ~f = ~f+ + ~f− with

~f+(k) :=
~f(k) + ~f(−k)

2
∈ Z+, ~f−(k) :=

~f(k)− ~f(−k)

2
∈ Z−.

We suppose here that χ/
√
|k| and χ/|k| belong to L2(R3) in order for the Hamiltonian H

to be well-defined (see Proposition A.1). These assumptions will however subsequently be
relaxed in our study of the Maxwell–Schrödinger engergy functional. In this section we drop
the index V for EV as the potential remains fixed throughout this section.

Proposition 3.1. Let χ : R3 → R be such that χ(−k) = χ(k) for all k in R3 and both χ/
√
|k|

and χ/|k| belong to L2(R3). Let u in U and Ψ~f in Hf be a coherent state of parameter ~f

in L2
⊥(R3;C3) ∩ Z. The energy of the state u⊗Ψ~f satisfies〈

(u⊗Ψ~f ) , H(u⊗Ψ~f )
〉
H

= 2g2
∥∥∥ χ(k)√
|k|

∥∥∥2

L2
+
〈
~f−, |k|~f−

〉
L2

+ E(u, ~A~f ), (3.1)

where ~A~f is given by (1.13) and E(u, ~A~f ) is given by (1.14). Moreover,

inf
u∈U , ~f∈L2

⊥∩Z

〈
(u⊗Ψ~f ) , H(u⊗Ψ~f )

〉
= 2g2

∥∥∥ χ(k)√
|k|

∥∥∥2

L2
+ inf

u∈U , ~f∈L2
⊥∩Z+

E(u, ~A~f ). (3.2)

Proof. Using the identities (A.2) recalled in Appendix A, we can compute the Pauli-Fierz
energy of the state u⊗Ψ~f , which gives〈

u⊗Ψ~f , H (u⊗Ψ~f )
〉

= 〈u,HV u〉L2 + 2g2 ‖~m‖2
L2
k
− 4gRe

〈
u,−i~∇u

〈
~f, ~m(x, .)

〉
L2
k

〉
L2
x

+ 4g2
〈
u,
(
Re
〈
~f, ~m(x, .)

〉
L2
k

)2

u
〉
L2
x

− g〈u, ~σ · ~∇x ∧ 2Re〈~f, ~m(x, ·)〉L2
k
u〉+

〈
~f, |k| ~f

〉
L2
k

,

where ~m =
∑

τ ~mτ and
~mτ (x, k) := χ(k) |k|−1/2 e−ik·x~ετ (k) .

First, we can use the properties of the Fourier transform to obtain〈
~f, ~m(x, .)

〉
L2
k

=
∑
τ

∫
~fτ (k)χ(k) |k|−1/2 e−ikx~ετ (k) dk

= F
(
~f(k) |k|−1/2 χ(k)

)
(x)

= χ̂ ∗ F(~f(k) |k|−1/2) (x),

which means that, with the notation ~A~f introduced in (1.13), and using that χ̂ is real valued:

2Re
〈
~f, ~m(x, .)

〉
L2
k

= χ̂ ∗ ~A~f (x) .
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Integrating by parts then gives

2Re
〈
u,−i~∇u

〈
~f, ~m(x, .)

〉
L2
k

〉
L2
x

=
〈
u,−i~∇u

〈
~f, ~m(x, .)

〉
L2
k

〉
L2
x

+
〈
− i~∇u

〈
~f, ~m(x, .)

〉
L2
k

, u
〉
L2
x

=

∫
−i~∇u(x)u(x)

〈
~f, ~m(x, .)

〉
L2
k

dx+

∫
−i~∇u(x)u(x)

〈
~f, ~m(x, .)

〉
L2
k

dx

=

∫
−i~∇u(x)u(x)2Re

〈
~f, ~m(x, .)

〉
L2
k

dx

=
〈
−i~∇u, (χ̂ ∗ ~A~f )u

〉
L2
.

Now, we compute the scalar product〈
~f, |k| ~f

〉
L2 =

〈
~f+, |k| ~f+

〉
L2 +

〈
~f−, |k| ~f−

〉
L2 + 2Re

〈
~f+, |k| ~f−

〉
L2 .

Using a change of variables and the definitions of f+ and f− yields〈
~f+, |k| ~f−

〉
=

∫
~f+(k) |k| ~f−(k) dk =

∫
~f+(−k) |−k| ~f−(−k) dk = −

∫
~f+(k) |k| ~f−(k) dk.

This shows that 2Re
〈
~f+, |k| ~f−

〉
= 0. Then, applying the inverse Fourier transform to (1.13)

yields
~f+(k) =

1

2
|k|1/2F−1( ~A~f ) .

Finally, using Parseval’s equality yields〈
~f+, |k| ~f+

〉
L2 =

1

32π3

〈
F−1( ~A~f ), |k|

2F−1( ~A~f )
〉
L2 =

1

32π3

〈
~A~f ,−∆ ~A~f

〉
L2 =

1

32π3

∥∥ ~A~f

∥∥2

Ḣ1 .

This allows us to obtain (3.1).
Now, since the term 〈~f−, |k| ~f−〉 is non-negative, we can write

inf
u∈U , ~f∈L2

⊥∩Z

〈
(u⊗Ψ~f ),H(u⊗Ψ~f )

〉
− 2g2

∥∥|k|−1/2χ(k)
∥∥2

L2

= inf
u∈U , ~f+∈L2

⊥∩Z+

inf
~f−∈L2

⊥∩Z−

(
E(u, ~A ~f++ ~f−

) +
〈
~f−, |k| ~f−

〉
L2

)
= inf

u∈U , ~f+∈L2
⊥∩Z+

E(u, ~A ~f+
),

which establishes (3.2). �

In the sequel we focus on the minimization of the energy functional E . By (3.2), we can
restrict the minimization to ~f ∈ Z+.

In order for the coherent state Ψ~f to be well-defined, we assumed in the previous proof
that ~f ∈ L2

⊥(R3;C3). The further condition ~f ∈ Z+ ensures that the term 〈~f, |k| ~f〉 is finite.
We will see below (see Lemma 3.5) that, in order for E(u, ~A~f ) to be well-defined, it suffices
in fact to assume that u ∈ U and ~f ∈ Z+. (By (1.13), the latter condition is equivalent
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to ~A~f ∈ Ḣ1, while ~f+ ∈ L2 is equivalent to ~A~f ∈ Ḣ1/2). We therefore study E on the energy
space U ×A (where A is defined in (1.16)), the norm on U ×A being defined by

‖(u, ~A)‖2
U×A = ‖u‖2

H1 + 〈u, V+u〉L2 + ‖ ~A‖2
Ḣ1 .

In the remainder of this section, we establish Proposition 1.2, namely, that for any mini-
mizer (ugs, ~Ags) in U×A of the Maxwell–Schrödinger energy functional (1.14), there exists ~fgs

in L2
⊥(R3;C3) ∩ Z such that ~Ags = ~A~fgs

as in (1.13).
We begin with a lemma introducing the Euler-Lagrange equation satisfied by ~Ags and the

Pauli operator at a minimizer (ugs, ~Ags), which will often be useful in the sequel.

Lemma 3.2 (Euler-Lagrange equation and Pauli operator associated to a minimizer). Sup-
pose that the potential V satisfies Hypothesis 1 and that χ satisfies Hypothesis 3. If (ugs, ~Ags)
is a minimizer of E over U ×A, then

~Ags = 32π3(−∆)−1gχ̂ ∗Re
〈
(−i~∇+ ~∇∧ ~σ − gχ̂ ∗ ~Ags)ugs, ugs

〉
C2 , (3.3)

the operator

HV, ~Ags
:= (−i~∇− gχ̂ ∗ ~Ags)

2 − gχ̂ ∗ ~σ · (~∇∧ ~Ags) + V +
1

32π3
‖ ~Ags‖2

Ḣ1 (3.4)

defines a self-adjoint operator, and ugs is an eigenvector of HV, ~Ags
associated to the eigen-

value EV .

Proof. At a minimizer, the Frechet derivative of E(u, ~A) with respect to ~A,

∂ ~AE(ugs, ~Ags) =− ∆

16π3
~Ags − gχ̂ ∗ 2Re〈−i~∇ugs, ugs〉C2

+ 2gχ̂ ∗ [(gχ̂ ∗ ~Ags) |ugs|2C2 ]− 2gχ̂ ∗Re〈~∇∧ ~σu, u〉C2 ,

vanishes, which yields (3.3).
Note that under our assumptions, V− is infinitesimally form bounded with respect to the

operator (~σ · (−i~∇− gχ̂ ∗ ~Ags))
2 (see (3.8) below) from which, using the KLMN Theorem, it

is not difficult to deduce that HV, ~Ags
identifies with a self-adjoint operator. The minimizing

property of (ugs, ~Ags) means that

〈ugs, (HV, ~Ags
− EV )ugs〉 = 0 . (3.5)

As HV, ~Ags
≥ EV , (3.5) implies that (HV, ~Ags

− EV )1/2 ugs = 0 and thus

(HV, ~Ags
− EV )ugs = 0 , (3.6)

which ends the proof of the lemma. �

Two important ingredients in the proof of Proposition 1.2 are the exponential decay of the
electronic part ugs and a virial argument. We begin with proving these two properties in
Lemmata 3.3 and 3.4, respectively.

Lemma 3.3 (Exponential decay of the ground state). Under the assumptions of Proposi-
tion 1.2, there exists γ > 0 such that ∥∥eγ|x|ugs

∥∥
L2 <∞. (3.7)
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Proof. Recall from Lemma 3.2 that ugs is a ground state of the Pauli operator (3.4). In
particular, it is then known that ugs decays exponentially in the sense that (3.7) holds for
some γ > 0 (see e.g. [24, Theorem 1]). �

Lemma 3.4 (Virial argument). Under the assumptions of Proposition 1.2,〈
ugs,

(
− i~∇− gχ̂ ∗ ~Ags

)
ugs

〉
= 0.

Proof. We use the Pauli operator defined in (3.4). A direct computation shows that, in the
sense of quadratic forms on D(HV, ~Ags

) ∩ D(x), we have[
HV, ~Ags

, x
]

= −2i
(
− i~∇− gχ̂ ∗ ~Ags

)
.

Since HV, ~Ags
ugs = EV ugs and ugs belongs to D(x) by Lemma 3.3, we deduce that〈

ugs,
(
− i~∇− gχ̂ ∗ ~Ags

)
ugs

〉
=
i

2

〈(
HV, ~Ags

− EV
)
ugs, xugs

〉
− i

2

〈
xugs,

(
HV, ~Ags

− EV
)
ugs

〉
= 0.

This proves the lemma. �

Now we are ready to prove Proposition 1.2.

Proof of Proposition 1.2. Recall that ~fgs and ~A~fgs
are related as in (1.13). Moreover, ~Ags

satisfies the relation (3.3), which implies that

‖~fgs‖L2 .
∥∥ ~A~fgs

∥∥
Ḣ1/2 . |g|

∥∥∥ χ

|k| 32
~Fgs

∥∥∥
L2
,

where, to shorten notations, we have set ~Fgs := ~Fgs,1 + ~Fgs,2, with
~Fgs,1 := F̄

(
〈−i~∇ugs − g(χ̂ ∗ ~A~fgs

)ugs, ugs〉C2

)
, ~Fgs,2 := F̄

(
〈~∇∧ ~σugs, ugs〉C2

)
.

We can estimate

‖~fgs‖L2 .
∥∥∥ χ|k|∥∥∥L2+L3,∞

∥∥∥ 1

|k| 12
~Fgs

∥∥∥
L∞∩L6,2

.

Using the cutoff functions η, η̃, we separate the contributions from k in a neighborhood of
the origin and k in a neighborhood of ∞, obtaining, since η̃2|k|−1/2 ≤ 1,

‖~fgs‖L2 .
∥∥∥ χ|k|∥∥∥L2+L3,∞

(∥∥∥ 1

|k| 12
η2 ~Fgs

∥∥∥
L∞∩L6,2

+
∥∥~Fgs

∥∥
L∞∩L6,2

)
.

Clearly, ‖~Fgs‖L∞ <∞ since Fgs,1, Fgs,2 are the Fourier transforms of products of L2-functions.
Moreover, ‖~Fgs‖L6,2 <∞ by Lemma 2.5. Thanks to the cutoff function η, we also have∥∥∥ 1

|k| 12
η2 ~Fgs

∥∥∥
L6,2
.
∥∥∥ 1

|k| 12
η2 ~Fgs

∥∥∥
L∞
.

Hence it remains to show that the right-hand-side of the previous equation is finite.
To this end, we estimate the contributions from Fgs,1 and Fgs,2 separately. We begin

with Fgs,1. We observe that, by Lemma 3.4,
~Fgs,1(0) =

〈
ugs,

(
− i~∇− gχ̂ ∗ ~Ags

)
ugs

〉
L2 = 0.
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Moreover, using Lemma 3.3, Lemma 2.4 and the fact that ugs belongs to Ḣ1, we have, for all
multi-index α ∈ N3,∥∥∂αk ~Fgs,1

∥∥
L∞
.
∥∥〈−i~∇ugs − (gχ̂ ∗ ~A~fgs

)ugs, x
αugs〉C2

∥∥
L1

.
∥∥− i~∇ugs − (gχ̂ ∗ ~A~fgs

)ugs

∥∥
L2

∥∥xαugs

∥∥
L2 <∞.

Hence ~Fgs,1 belongs to the Sobolev space W∞,∞(R3;R3). Applying the mean-value theorem
then yields ∥∥∥ 1

|k| 12
η2 ~Fgs,1

∥∥∥
L∞
≤ sup
|α|=1

∥∥|k| 12η2∂αx ~Fgs,1

∥∥
L∞
. sup
|α|=1

∥∥∂αx ~Fgs,1

∥∥
L∞

<∞.

Now we consider Fgs,2. Since

~Fgs,2(k) = k ∧ F̄
(
〈~σugs, ugs〉C2

)
(k),

we can estimate∥∥∥ 1

|k| 12
η2 ~Fgs,2

∥∥∥
L∞
≤
∥∥∥|k| 12η2F̄

(
〈~σugs, ugs〉C2

)∥∥∥
L∞
.
∥∥∥F̄(〈~σugs, ugs〉C2

)∥∥∥
L∞

<∞.

This concludes the proof of the proposition. �

3.2. Coercivity, energy gap and existence of a minimizer. In this section we prove
Theorem 1.3, namely the existence of a global minimizer for the Maxwell–Schrödinger energy
functional. We use coercivity and lower semicontinuity arguments.

Before we prove Theorem 1.3, we establish a coercivity result which will allow us to show
that any minimizing sequence is bounded in U × A (recall that U has been defined in (1.8)
and A in (1.16)).

Lemma 3.5 (Coercivity). Suppose that V satisfies Hypothesis 1 and χ = χ1 + χ2 satisfies
Hypothesis 3, with χ1/|k| in L2 and χ2/|k| in L3,∞. If

32π3aC2g2
∥∥∥χ2

|k|

∥∥∥2

L3,∞
< 1 ,

with the constant a ≥ 0 from Hypothesis 1 and the universal constant C > 0 from Lemma 2.4,
then for all (u, ~A) in U ×A such that ‖(u, ~A)‖U×A ≥ 16(2 + a)2 we have

EV (u, ~A) ≥ C1‖(u, ~A)‖U×A − C2 ,

with

• C1 =: ε/max{4, 32g2C2
∥∥χ/|k|∥∥2

L2+L3,∞},
• C2 =: b+ a2

(
1 + C2g2

ε

∥∥χ1/|k|
∥∥2

L2

)
,

• 2ε := (32π3)−1 − C2ag2
∥∥χ2/|k|

∥∥2

L3,∞.
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Proof. Thanks to Lemma 2.4, with the constant a from Hypothesis 1, we can write

‖u‖2
Ḣ1/2 ≤ ‖~∇u‖L2 = ‖~σ · ~∇u‖L2 ≤ ‖~σ · (−i~∇− g χ̂ ∗ ~A)u‖L2 + g‖~σ · (χ̂ ∗ ~A)u‖L2

≤ ‖~σ · (−i~∇− g χ̂ ∗ ~A)u‖L2 + Cg‖ ~A‖Ḣ1

(∥∥∥∥χ1

|k|

∥∥∥∥
L2

+

∥∥∥∥χ2

|k|

∥∥∥∥
L3,∞
‖u‖Ḣ1/2

)
≤ ‖~σ · (−i~∇−g χ̂∗ ~A)u‖L2 +

aC2g2

2ε

∥∥∥∥χ1

|k|

∥∥∥∥2

L2

+

(
ε

2a
+
C2g2

2

∥∥∥∥χ2

|k|

∥∥∥∥2

L3,∞

)
‖ ~A‖2

Ḣ1 +
1

2
‖u‖2

Ḣ1/2 .

Hence,

‖u‖2
Ḣ1/2 ≤ 2‖~σ · (−i~∇− g χ̂ ∗ ~A)u‖L2 +

aC2g2

ε

∥∥∥∥χ1

|k|

∥∥∥∥2

L2

+

(
ε

a
+ C2g2

∥∥∥∥χ2

|k|

∥∥∥∥2

L3,∞

)
‖ ~A‖2

Ḣ1 .

It follows from Hypothesis 1 that

〈u, V−u〉 ≤ 2a‖~σ · (−i~∇− g χ̂ ∗ ~A)u‖L2 +
( 1

32π3
− ε
)
‖ ~A‖2

Ḣ1 +
C2a2g2

ε

∥∥∥∥χ1

|k|

∥∥∥∥2

L2

+ b (3.8)

and hence,

EV (u, ~A) ≥ 〈u, V+u〉+
(
‖~σ · (−i~∇− g χ̂ ∗ ~A)u‖L2 − a

)2
+ ε‖ ~A‖2

Ḣ1

− a2
(

1 +
C2g2

ε

∥∥∥∥χ1

|k|

∥∥∥∥2

L2

)
− b

≥ ε
(
〈u, V+u〉+

(
‖~σ · (−i~∇− g χ̂ ∗ ~A)u‖L2 − a

)2
+ ‖ ~A‖2

Ḣ1

)
− C2.

Let us suppose that R = ‖(u, ~A)‖U×A ≥ 4. We consider three cases:
(1) If ‖ ~A‖Ḣ1 ≥ R/4, then E(u, ~A) ≥ εR2/16− C2 ≥ εR/4− C2.
(2) If 〈u, V+u〉 ≥ R2/16, then E(u, ~A) ≥ εR2/16− C2 ≥ εR/4− C2.
(3) Otherwise ‖u‖H1 ≥ R/2 and

‖~∇u‖2
L2 = ‖u‖2

H1 − 1 ≥ R2/4− 1 ≥ (R/2− 1)2 .

We distinguish two subcases:
(a) If

(
‖~σ · (−i~∇− g χ̂ ∗ ~A)u‖L2 − a

)2 ≥ R/4, then E(u, ~A) ≥ εR/4− C2,
(b) If

(
‖~σ · (−i~∇− g χ̂ ∗ ~A)u‖L2 − a

)2
< R/4, then

R

2
− 1− a− R1/2

2
≤ ‖~∇u‖L2 − ‖~σ · (−i~∇− g χ̂ ∗ ~A)u‖

≤ g‖(χ̂ ∗ ~A)u‖L2

≤ 4gC
∥∥∥ χ|k|∥∥∥L2+L3,∞

‖ ~A‖Ḣ1

R1/2

2
.

Therefore, for R ≥ 16(2 + a)2,

R1/2

4
√

2gC
∥∥ χ
|k|

∥∥
L2+L3,∞

≤ R1/2 − (2 + a)

4gC
∥∥ χ
|k|

∥∥
L2+L3,∞

≤ ‖ ~A‖Ḣ1
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and hence

EV (u, ~A) ≥ ε‖ ~A‖2
Ḣ1 − C2 ≥

ε

32g2C2
∥∥ χ
|k|

∥∥2

L2+L3,∞

R− C2 .

This yields the result. �

We are now ready to prove Theorem 1.3.

Proof of Theorem 1.3. Let (uj, ~Aj)j∈N be a minimizing sequence for E in U ×A. In particular,
(E(uj, ~Aj))j is bounded and hence, by Lemma 3.5, (uj, ~Aj)j is bounded in U ×A. Hence the
sequence (uj, ~Aj)j converges weakly to some limit (u∞, ~A∞) in U ×A w.r.t. the topology
of QV × Ḣ1.

We first show that
‖uj − u∞‖L2 −−−→

j→∞
0 . (3.9)

Let ε > 0. By Hypothesis 1 there exists R > 0 such that |V2(x)| ≤ ε(EV1 − EV ) for |x| ≥ R.
Recall that the cutoff functions ηR, η̃R have been defined in (1.5). We have

‖uj − u∞‖2
L2 = ‖ηR(uj − u∞)‖2

L2 + ‖η̃R(uj − u∞)‖2
L2

≤ ‖ηR(uj − u∞)‖2
L2 + 2‖η̃Ruj‖2

L2 + 2‖η̃Ru∞‖2
L2 . (3.10)

For u in U , the magnetic IMS localization formula (2.1) yields

EV (u, ~A) = 〈ηR u, ((−i~∇− χ̂ ∗ ~A )2 + V − ~σ · (~∇∧ ~A)) ηR u〉

+ 〈η̃R u, ((−i~∇− χ̂ ∗ ~A )2 + V1 − ~σ · (~∇∧ ~A)) η̃R u〉

+ 〈u, (η̃2
R V2 + |~∇ηR|2 + |~∇η̃R|2)u〉+

1

32π3
‖ ~A‖2

Ḣ1

= EV (
ηR u

‖ηR u‖L2

, ~A) ‖χR u‖2
L2 + EV1(

η̃R u

‖η̃R u‖L2

, ~A) ‖η̃R u‖2
L2

+ 〈u, (η̃2
R V2 + |~∇ηR|2 + |~∇η̃R|2)u〉

≥ EV ‖ηR u‖2
L2 + EV1 ‖η̃R u‖2

L2 − ε(EV1 − EV ). (3.11)

As (uj, ~Aj) is a minimizing sequence, (3.11) yields, for j large enough,

‖η̃R uj‖2
L2 ≤

EV (uj, ~Aj)− EV
EV1 − EV

+ ε ≤ 2ε . (3.12)

By the lower semi-continuity of the L2 norm,

‖η̃R u∞‖2
L2 ≤ lim inf

j→∞
‖η̃R uj‖2

L2 ≤ 2ε . (3.13)

The sequence (uj)j converges towards u∞ weakly in QV and thus the sequence (ηR uj) con-
verges weakly in H1 towards ηR u∞. Using the compactness of the set B(0, 2R) and the
Rellich-Kondrachov Theorem, we deduce that (ηR uj) converges strongly in L2 to ηR u∞.
This together with (3.10), (3.12) and (3.13) prove (3.9).
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To show that lim inf
j→∞

E(uj, ~Aj) ≥ E(u∞, ~A∞), we split E(u, ~A ) into five parts:

EV (u, ~A) =

E1(u)︷ ︸︸ ︷
〈u,HV u〉+

1

32π3

E2( ~A)︷ ︸︸ ︷
‖ ~A‖2

Ḣ1 − 2gRe

E3(u, ~A)︷ ︸︸ ︷〈
− i~∇u, (χ̂ ∗ ~A)u

〉
+
〈
u, (χ̂ ∗ ~A)2u

〉︸ ︷︷ ︸
E4(u, ~A)

− g
〈
u, ~σ · (χ̂ ∗ ~∇∧ ~A)u

〉︸ ︷︷ ︸
E5(u, ~A)

.

By Lemma 2.3, we have
lim inf
j→∞

E1(uj) ≥ E1(u∞) . (3.14)

By the lower semi-continuity of ‖ · ‖Ḣ1 ,

lim inf
j→∞

E2( ~Aj) ≥ E2( ~A∞) . (3.15)

Now using ~∇ · ~Aj = 0, the Cauchy-Schwarz inequality, the boundedness of (‖(uj, ~Aj)‖U×A)j
and Lemma 2.4, we obtain

|E3(uj, ~Aj)−
〈
−i~∇uj, (χ̂∗ ~Aj)u∞

〉
+
〈
(χ̂∗ ~Aj)uj, −i~∇u∞

〉
−E3(u∞, ~Aj)| . ‖uj−u∞‖

1
2

L2 . (3.16)

We claim that the weak convergence of ~Aj towards ~A∞ then yields

E3(u∞, ~Aj) −−−→
j→∞

E3(u∞, ~A∞) . (3.17)

The limit (3.17) can be proven as follows. Let ϕ = −i~∇u∞. Then

E3(u∞, ~Aj) =

∫
(χ̂ ∗ (u∞ϕ)) ~Aj (3.18)

and it thus suffices to verify that χ̂ ∗ (u∞ϕ) belongs to Ḣ−1. This is a consequence of
Lemma 2.5:∥∥χ̂ ∗ (u∞ϕ)

∥∥
Ḣ−1 .

∥∥∥ χ|k|∥∥∥L2+L3,∞
‖u∞‖H1‖ϕ‖L2 .

∥∥∥ χ|k|∥∥∥L2+L3,∞
‖u∞‖2

H1 <∞ . (3.19)

The bound (3.16), and the limit (3.17) yield

E3(uj, ~Aj) −−−→
j→∞

E3(u∞, ~A∞) . (3.20)

Similarly as in (3.16), we have

|E4(uj, ~Aj)−
〈
u∞, ~A

2
juj
〉
L2 +

〈
u∞, ~A

2
juj
〉
L2 − E4(u∞, ~Aj)| . ‖uj − u∞‖

1
2

L2 . (3.21)

Let us now prove that
lim inf
j→∞

E4(u∞, ~Aj) ≥ E4(u∞, ~A∞) . (3.22)

Using the same arguments as those used to prove the lower semicontinuity of norms, we can
write

E4(u∞, ~Aj − ~A∞) = E4(u∞, ~Aj) + E4(u∞, ~A∞)− 2Re
〈

(χ̂ ∗ ~A∞)u∞, (χ̂ ∗ ~Aj)u∞
〉
≥ 0 (3.23)
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and arguing as in (3.18), with ϕ = (χ̂ ∗ ~A∞)u∞ (which belongs to L2 by Lemma 2.4), we
deduce that 〈

(χ̂ ∗ ~A∞)u∞, (χ̂ ∗ ~Aj)u∞
〉

=

∫
(χ̂ ∗ (u∞ϕ)) ~Aj −−−→

j→∞
E4(u∞, ~A∞) . (3.24)

Now (3.23)-(3.24) imply (3.22). A convenient expression of the last term,

E5(u, ~A) =
〈
u, ~σ · (χ̂ ∗ ~∇∧ ~A)u

〉
= −2Re

〈
~∇∧ ~σu , (χ̂ ∗ ~A)u

〉
,

shows that it can be handled as E3 and

E5(uj, ~Aj) −−−→
j→∞

E5(u∞, ~A∞) .

Finally, (3.14), (3.15), (3.20), (3.21), (3.22) and (3.20) imply that

lim inf
j→∞

E(uj, ~Aj) ≥ E(u∞, ~A∞)

and hence the infimum is indeed a minimum, since (u∞, ~A∞) is a minimizer. �

To conclude this subsection, we focus on the condition EV1 > EV which was a cru-
cial assumption in our proof of the existence of a minimizer in Theorem 1.3. As men-
tioned in Remark 1.6, the next proposition shows that this condition is satisfied provided
that |g| ‖χ2/|k|‖L3,∞ is not too large and that either V is confining (recall from Lemma 2.2
that in this case µV1 can be chosen arbitrarily large) or µV1 > µV and |g| ‖χ/|k|‖L2+L3,∞ is
small enough.

Proposition 3.6 (Existence of a gap). Suppose that V satisfies Hypothesis 1 and that the cut-
off function χ = χ1+χ2 satisfies Hypothesis 3 with χ1/|k| in L2 and χ2/|k| in L3,∞. If µV ≥ 0,
then there exists a positive constant CV such that, for all 0 < β < 1− CV g ‖χ2/|k|‖L3,∞,

EV1 − EV ≥ min
(

1,
(

1− β − CV g
∥∥∥∥χ2

|k|

∥∥∥∥
L3,∞

)
µV1 − µV −

C2
V g

2

4β

∥∥∥∥χ1

|k|

∥∥∥∥2

L2

− CV g
∥∥∥∥χ2

|k|

∥∥∥∥
L3,∞

)
.

Proof. Restricting the infimum of EV to U × {~0} yields an upper bound for EV :

EV = inf
(u, ~A)∈U×A

EV (u, ~A) ≤ inf
u∈U
EV (u,~0) = µV . (3.25)

To control EV1 from below, recall that

EV1(u, ~A) = ‖~σ · (−i~∇− gχ̂ ∗ ~A)u‖2
L2 + 〈u, V1u〉+

1

32π3
‖ ~A‖2

Ḣ1 .

If ‖ ~A‖2
Ḣ1/(32π3) ≥ µV + 1, then

EV1(u, ~A) ≥ µV + 1.
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Suppose now that ‖ ~A‖2
Ḣ1/(32π3) ≤ µV + 1. Then, with C > 0 the universal constant from

Lemma 2.4, and CV = 2C
√
µV + 1,

EV1(u, ~A) ≥ 〈u, (−∆x + V1)u〉 − 2g
∣∣〈~σ · ~∇u , ~σ · (χ̂ ∗ ~A)u

〉∣∣
≥ 〈u, (−∆x + V1)u〉 − 2gC‖u‖Ḣ1‖ ~A‖Ḣ1

(∥∥∥∥χ1

|k|

∥∥∥∥
L2

+

∥∥∥∥χ2

|k|

∥∥∥∥
L3,∞
‖u‖Ḣ1/2

)
≥ 〈u, (−∆x + V1)u〉 − gCV

(∥∥∥∥χ1

|k|

∥∥∥∥
L2

‖u‖Ḣ1 +

∥∥∥∥χ2

|k|

∥∥∥∥
L3,∞
‖u‖2

H1

)
.

Now, thanks to the conditions on β,

EV1(u, ~A) ≥
(

1− β − gCV
∥∥∥∥χ2

|k|

∥∥∥∥
L3,∞

)
〈u, (−∆x + V1)u〉 − C2

V g
2

4β

∥∥∥∥χ1

|k|

∥∥∥∥2

L2

− gCV
∥∥∥∥χ2

|k|

∥∥∥∥
L3,∞

≥
(

1− β − gCV
∥∥∥∥χ2

|k|

∥∥∥∥
L3,∞

)
µV1 −

C2
V g

2

4β

∥∥∥∥χ1

|k|

∥∥∥∥2

L2

− gCV
∥∥∥∥χ2

|k|

∥∥∥∥
L3,∞

.

Therefore

EV1 ≥ min
(
µV + 1,

(
1− β − CV g

∥∥∥∥χ2

|k|

∥∥∥∥
L3,∞

)
µV1 −

C2
V g

2

4β

∥∥∥∥χ1

|k|

∥∥∥∥2

L2

− CV g
∥∥∥∥χ2

|k|

∥∥∥∥
L3,∞

)
,

which together with (3.25) yields the result. �

3.3. Properties of the set of minimizers. In this section we prove some estimates on
minimizers (ugs, ~Ags) of the Maxwell–Schrödinger energy functional, which in turn implies
that ~Ags is fully determined by ugs for small g.

We use the following notations. The resolvent of the operator HV ⊗IC2 is denoted by Rλ :=
(HV −λ)−1⊗IC2 (a priori defined as an unbounded operator on the set Ran(1{λ}(HV ⊗IC2))⊥).
Recall that ΠV , Π⊥V are the projections in L2(R3;C2) defined by ΠV := |uV 〉 〈uV | ⊗ IC2 ,
Π⊥V = IL2 − ΠV . Moreover, for all u in QV , we set ϕ = Π⊥V u.

In the next lemma, under hypotheses which implies the existence of a ground state uV
for HV , we obtain an equation satisfied by ϕ at a minimizer. Moreover, using the Euler-
Lagrange equation for ~Ags, we obtain a control over ugs and ~Ags.

Lemma 3.7. Suppose that V satisfies Hypotheses 1 and 2 and that χ satisfies Hypothesis 3.
Let (ugs, ~Ags) in U ×A be a global minimizer of E. Then

ϕgs = REV
Π⊥V

[
2(−i~∇ugs) · (gχ̂ ∗ ~Ags)− gχ̂ ∗ ~σ · (~∇∧ ~Ags)ugs

− (gχ̂ ∗ ~Ags)
2ugs −

1

32π3
‖ ~Ags‖2

Ḣ1ugs

]
. (3.26)

Moreover, there exist εV > 0 and CV > 0 such that, if

gχ := |g|
∥∥∥ χ|k|∥∥∥L2+L3,∞

≤ εV , (3.27)
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then the following estimates hold

‖ϕgs‖QV
≤ CV g

2
χ , (3.28)∥∥ ~Ags

∥∥
Ḣ1 ≤ CV gχ , (3.29)∥∥ ~Ags − ~A[1]

gs

∥∥
Ḣ1 =

∥∥~∇∧ ~Ags − ~∇∧ ~A[1]
gs

∥∥
L2 ≤ CV g

3
χ , (3.30)

with
~A[1]

gs := 16π3(−∆)−1gχ̂ ∗ ~∇∧ u2
V ~ωgs , (3.31)

and where the vector ~ωgs in C3 is defined by the relation

u2
V ~ωgs = 〈ΠV ugs, ~σΠV ugs〉C2 . (3.32)

Remark 3.8. Note that
∣∣|~ωgs|2 − 1

∣∣ ≤ CV g
4
χ by (3.28).

Proof of Lemma 3.7. To prove (3.26), it suffices to observe that EV ≤ µV = inf σ(HV )
(see (3.25)), and hence thatREV

Π⊥V is well-defined and identifies with an element of L(Q∗V ,QV ).
Applying REV

Π⊥V to (3.6) then yields (3.26).
Now we prove (3.29). First observe that, by Lemma 3.5, the assumption (3.27) and the

fact that EV ≤ µV , we have, for εV sufficiently small,∥∥(ugs, ~Ags)
∥∥
U×A ≤ CV ,

for some constant CV > 0, uniformly in g and χ such that gχ ≤ εV . Using (3.3) and
Lemmata 2.4–2.5, we then estimate∥∥ ~Ags

∥∥
Ḣ1 ≤ C

∥∥ gχ̂ ∗Re〈−i~∇ugs + ~∇∧ ~σugs, ugs〉C2

∥∥
Ḣ−1 + C

∥∥ gχ̂ ∗ [(gχ̂ ∗ ~Ags) |ugs|2C2 ]
∥∥
Ḣ−1

≤ C|g|
∥∥∥∥ χ|k|

∥∥∥∥
L2+L3,∞

‖ugs‖H1 + Cg2

∥∥∥∥ χ|k|
∥∥∥∥2

L2+L3,∞

∥∥ ~Ags

∥∥
Ḣ1 ‖ugs‖H1

≤ 2CRV gχ . (3.33)

Next using (3.26), the fact that REV
Π⊥V ∈ L(Q∗V ,QV ), the continuous embedding L2 ⊂ Q∗V ,

(3.33) and Lemma 2.4, we obtain

‖ϕgs‖QV
≤ CV g

2
χ ,

for some constant CV > 0.
Let us now prove (3.30) starting from the formula given in (3.3) for ~Ags. Note that the

constant CV might change from one line to the other. Applying Lemma 2.5 first and then
Lemma 2.4, the boundedness of ugs in QV and (3.29),

‖(−∆)−1gχ̂ ∗Re
〈
(gχ̂ ∗ ~Ags)ugs, ugs

〉
C2‖Ḣ1 ≤ CV gχ‖(gχ̂ ∗ ~Ags)ugs‖L2‖ugs‖H1

≤ CV g
2
χ‖ ~Ags‖Ḣ1‖ugs‖2

H1 ≤ CV g
3
χ . (3.34)

By Lemma 2.4, the boundedness of ugs in QV and (3.28),

‖(−∆)−1gχ̂ ∗Re
〈
− i~∇ugs, ugs

〉
C2‖Ḣ1

≤ ‖gχ̂∗Re
〈
i~∇ΠV ugs,ΠV ugs

〉
C2‖Ḣ−1 +2‖gχ̂∗

〈
~∇ΠV ugs, ϕgs

〉
C2‖Ḣ−1 +‖gχ̂∗

〈
~∇ϕgs, ϕgs

〉
C2‖Ḣ−1

≤ 0 + CV gχ‖~∇ΠV ugs‖L2‖ϕgs‖Ḣ1 + CV gχ‖~∇ϕgs‖L2‖ϕgs‖Ḣ1 ≤ CV g
3
χ . (3.35)
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Applying Lemma 2.5 first, then the boundedness of ugs in QV and (3.28), we obtain

‖(−∆)−1gχ̂ ∗Re
〈
~∇∧ ~σ ugs, ugs

〉
C2 − (−∆)−1gχ̂ ∗Re

〈
~∇∧ ~σΠV ugs,ΠV ugs

〉
C2‖Ḣ1

≤ 2‖gχ̂ ∗
〈
~∇∧ ~σ ϕgs,ΠV ugs

〉
C2‖Ḣ−1 + ‖gχ̂ ∗

〈
~∇∧ ~σ ϕgs, ϕgs

〉
C2‖Ḣ−1

≤ CV gχ‖~∇∧ ~σ ϕgs‖L2(‖ΠV ugs‖H1 + ‖ϕgs‖H1) ≤ CV g
3
χ . (3.36)

Then, from ~∇∧ 〈u, ~σu〉 = 2Re〈u, ~∇∧ ~σu〉 the equality

(−∆)−1gχ̂ ∗ 2Re
〈
~∇∧ ~σΠV ugs,ΠV ugs

〉
C2 = (−∆)−1gχ̂ ∗ ~∇u2

V ∧ ~ωgs

follows, which, along with (3.34), (3.35) and (3.36), yields (3.30).
Finally, since ~∇ · ~Ags = ~∇ · ~A[1]

gs = 0, using the formula ~∇∧ ~∇∧ ~A = −∆ ~A− ~∇( ~∇ · ~A),∥∥~∇∧ ( ~Ags − ~A[1]
gs )
∥∥
L2 =

∥∥ ~Ags − ~A[1]
gs

∥∥
Ḣ1 .

This concludes the proof of Lemma 3.7. �

Now we can prove that ~Ags is fully determined by ugs for small g.

Proposition 3.9. Suppose that V satisfies Hypotheses 1 and 2 and that χ satisfies Hypoth-
esis 3. Suppose that the decomposition V = V1 + V2 of Hypothesis 1 can be chosen such that
EV1 > EV . There exists εV > 0 such that, if

gχ := |g|
∥∥∥ χ|k|∥∥∥L2+L3,∞

≤ εV ,

then if (ugs, ~Ags) and (ugs, ~A
′
gs) are minimizers of E, necessarily ~Ags = ~A′gs.

Proof. In this proof we drop the indices gs to simplify the notations. For sufficiently small gχ,
if (u, ~A) and (u, ~A′) are minimizers, (3.3) yields

~A− ~A′ = −32π3(−∆)−1gχ̂ ∗ [(gχ̂ ∗ ( ~A− ~A′)) |u|2C2 ] .

It follows from Lemmata 2.5 and 2.4 that∥∥ ~A− ~A′
∥∥
Ḣ1 = 32π3

∥∥gχ̂ ∗ [(gχ̂ ∗ ( ~A− ~A′))|u|2C2 ]
∥∥
Ḣ−1

≤ Cgχ
∥∥(gχ̂ ∗ ( ~A− ~A′))u‖L2‖u‖H1

≤ C2g2
χ

∥∥ ~A− ~A′
∥∥
Ḣ1‖u‖2

H1

≤ C2
V g

2
χ

∥∥ ~A− ~A′
∥∥
Ḣ1 ,

which implies that, for sufficiently small gχ, ~A = ~A′. �

3.4. Expansion of the minimum at small coupling. In this section, we prove Proposi-
tion 1.9, by establishing the asymptotic expansion (1.19).



QUASI-CLASSICAL GROUND STATES 27

Proof of Proposition 1.9. Recall that

EV = EV (ugs, ~Ags) =

(i)︷ ︸︸ ︷
〈ugs, HV ugs〉 − 2

(ii)︷ ︸︸ ︷
Re
〈
− i~∇ugs, (gχ̂ ∗ ~Ags)ugs

〉
−
〈
ugs, ~σ · (gχ̂ ∗ ~∇∧ ~Ags)ugs

〉︸ ︷︷ ︸
(iii)

+
〈
ugs, (gχ̂ ∗ ~Ags)

2ugs

〉︸ ︷︷ ︸
(iv)

+
1

32π3

∥∥ ~Ags

∥∥2

Ḣ1︸ ︷︷ ︸
(v)

.

For (i), using that HV ΠV ugs = µV ΠV ugs, ΠV ugs ⊥ ϕgs and (3.28), we obtain

|(i)− µV | ≤ | 〈ϕgs, HV ϕgs〉 | ≤ CV g
4
χ.

Next we decompose (ii) into three terms:

(ii) = gRe
〈
− i~∇ΠV ugs, (χ̂ ∗ ~Ags)ΠV ugs

〉
+ 2gRe

〈
− i~∇ΠV ugs, (χ̂ ∗ ~Ags)ϕgs

〉
+ gRe

〈
− i~∇ϕgs, (χ̂ ∗ ~Ags)ϕgs

〉
.

The first term vanishes because, with ΠV ugs =
(
a
b

)
uV for some coefficients a and b in C,

gRe
〈
− i~∇ΠV ugs, (χ̂ ∗ ~Ags)ΠV ugs

〉
= g(|a|2 + |b|2)Re

〈
− i~∇uV , (χ̂ ∗ ~Ags)uV

〉
= 0 ,

since uV , χ̂ and ~Ags are real-valued. The next term in (ii) is controlled using Cauchy-
Schwarz’s inequality followed by Lemmata 2.4 and 3.7,

|
〈
− i~∇ΠV ugs, (gχ̂ ∗ ~Ags)ϕgs

〉
| ≤ CV gχ‖~∇ΠV ugs‖L2‖ ~Ags‖Ḣ1‖ϕgs‖H1 ≤ CV g

4
χ .

The last term in (ii) is bounded by CV g6
χ using similar arguments.

Similarly, (iv) is bounded by CV g4
χ.

As for (iii), using the formula
∫
~w1 · ~∇∧ ~w2 =

∫
~w2 · ~∇∧ ~w1 , we can rewrite

(iii) =

∫
(gχ̂ ∗ ~Ags) · ~∇∧

〈
ugs, ~σugs

〉
C2 .

In this form, it can be shown using the same arguments as before that∣∣(iii)− ∫ (gχ̂ ∗ ~A[1]
gs ) · ~∇∧ u2

V ~ωgs

∣∣ ≤ CV g
4
χ,

where we recall that ωgs has been defined in (3.32). Now, thanks to (3.31) and the formula
~∇∧ ~∇∧ u2

V ~ωgs = −∆u2
V ~ωgs − ~∇( ~∇ · u2

V ~ωgs), we have∫
(gχ̂ ∗ ~A[1]

gs ) · ~∇∧ u2
V ~ωgs = 16π3

∫
(gχ̂ ∗ ~∇∧ u2

V ~ωgs) · ((−∆)−1gχ̂ ∗ ~∇∧ u2
V ~ωgs)

= 16π3

∫
(gχ̂ ∗ u2

V )2|~ωgs|2 + 16π3

∫
(gχ̂ ∗ ~ωgs · ~∇u2

V )2. (3.37)

To estimate (v), we use Lemma 3.7, which shows that∣∣(v)− ‖ ~A[1]
gs ‖2

Ḣ1

∣∣ ≤ CV g
4
χ .



28 S. BRETEAUX, J. FAUPIN, AND J. PAYET

A direct computation then gives

‖ ~A[1]
gs ‖2

Ḣ1 = (16π3)2

∫
(gχ̂ ∗ ~∇∧ u2

V ~ωgs) · ((−∆)−1gχ̂ ∗ ~∇∧ u2
V ~ωgs),

namely we obtain the same term as in (3.37), with a different pre-factor.
Putting all together, we have shown that∣∣∣EV − µV + 8π3g2

(∫
(χ̂ ∗ u2

V )2|~ωgs|2 +

∫
(χ̂ ∗ ~ωgs · ~∇u2

V )2
)∣∣∣ ≤ CV g

4
χ.

We have |1− |~ωgs|2| ≤ CV g
4
χ (see Remark 3.8). Moreover, in the case of a radial potential V ,

the ground state uV of HV is radial. If in addition χ is radial, then the second term in the
right-hand side of the previous equation can be expressed independently of ~ωgs. This directly
leads to (1.19). �

3.5. Ultraviolet limit of the ground state energies. We suppose in this section that
the interaction between the non-relativistic particle and the field is cut-off in the ultraviolet,
i.e. that the Maxwell–Schrödinger energy functional is given by (1.20) with χΛ = χ1|k|≤Λ, for
some ultraviolet parameter Λ > 0. We then study the limit Λ→∞. In this section we drop
the index V for EV as the potential remains fixed throughout the section.

As in the previous sections, χ will be fixed such that χ/|k| lies in L2 +L3,∞. In particular,
we have χΛ/|k| in L2 and χΛ/

√
|k| in L2, which in turn implies that the ultraviolet cut-off

Pauli-Fierz Hamiltonian

HΛ :=
(
~σ ·
(
− i~∇x ⊗ If − ~A(~mχΛ,x)

))2
+ V ⊗ If + Iel ⊗Hf,

identifies to a self-adjoint operator (see Appendix A).
We show that the ground state energies EV,Λ defined in (1.21) converge to EV in the

ultraviolet limit Λ → ∞. It should be noted that, in general, |k|−1χΛ does not converge to
|k|−1χ in L2 + L3,∞. To circumvent this difficulty, we will use the following relation

χ̂Λ ∗ ~A = (2π)−3F(χΛF̄( ~A)) = (2π)−3F(χF̄(1|−i~∇|≤Λ
~A)) = χ̂ ∗ ~A≤Λ, (3.38)

where we have set
~A≤Λ := 1|−i~∇|≤Λ( ~A).

Recalling from (1.16) that A = { ~A ∈ Ḣ1(R3;R3) | ~∇ · ~A = 0}, we introduce the subspace

A≤Λ := { ~A ∈ A | ~A = 1|−i~∇|≤Λ( ~A)} . (3.39)

We then have the following identity.

Lemma 3.10. Suppose that V satisfies Hypothesis 1 and that χ satisfies Hypothesis 3. Then,
for all Λ > 0,

EV,Λ = inf
(u, ~A)∈U×A≤Λ

E(u, ~A).

Proof. It suffices to observe that, by (3.38), the following equality holds for all (u, ~A) in U×A:

EΛ(u, ~A) = E(u, ~A≤Λ) +
1

32π3

∥∥1|−i~∇|≥Λ( ~A)
∥∥2

Ḣ1 . (3.40)

The statement of the lemma directly follows. �
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If ~A belongs to Ḣ1, we have that ‖ ~A≤Λ − ~A‖Ḣ1 → 0 as Λ → ∞. Now we can prove the
convergence of the ground state energies in the ultraviolet limit.

Proof of Proposition 1.11. For 0 < Λ ≤ Λ′, we have A≤Λ ⊆ A≤Λ′ ⊂ A and hence, by
Lemma 3.10,

EV ≤ EV,Λ′ ≤ EV,Λ.

Therefore Λ 7→ EV,Λ is non-increasing on (0,∞), bounded below by EV , so that we can define

EV,∞ := lim
Λ→∞

EV,Λ ≥ EV .

To show that EV,∞ ≤ EV , let ε > 0 and let (uε, ~Aε) in U×A be such that E(uε, ~Aε) ≤ EV +ε.
Using (3.40), we have

EV,Λ ≤ EΛ(uε, ~Aε) = E(uε, ~Aε,≤Λ) +
1

32π3

∥∥1|−i~∇|≥Λ
~Aε
∥∥2

Ḣ1

≤ EV + ε+ E(uε, ~Aε,≤Λ)− E(uε, ~Aε) +
1

32π3

∥∥1|−i~∇|≥Λ
~Aε
∥∥2

Ḣ1 .

A direct computation shows that∣∣∣E(uε, ~Aε,≤Λ)− E(uε, ~Aε) +
1

32π3

∥∥1|−i~∇|≥Λ
~Aε
∥∥2

Ḣ1

∣∣∣
≤ 2|g|

∣∣〈~σ · (−i~∇uε), ~σ · χ̂ ∗ ( ~Aε,≤Λ − ~Aε)uε
〉
L2

∣∣
+ g2

∣∣∣∥∥(χ̂ ∗ ~Aε,≤Λ)uε
∥∥2

L2 −
∥∥(χ̂ ∗ ~Aε)uε

∥∥2

L2

∣∣∣. (3.41)

Applying Lemma 2.4 gives∣∣〈~σ · (−i~∇uε), ~σ · χ̂ ∗ ( ~Aε,≤Λ − ~Aε)uε
〉
L2

∣∣ ≤ Cχ,uε
∥∥ ~Aε,≤Λ − ~Aε

∥∥
Ḣ1 ,

for some constant Cχ,uε depending on χ and uε. Likewise,∣∣∣∥∥(χ̂ ∗ ~Aε,≤Λ)uε
∥∥2 −

∥∥(χ̂ ∗ ~Aε)uε
∥∥2

L2

∣∣∣
≤
∥∥(χ̂ ∗ ( ~Aε,≤Λ − ~Aε)

)
uε
∥∥
L2

(∥∥(χ̂ ∗ ~Aε,≤Λ)uε
∥∥
L2 +

∥∥(χ̂ ∗ ~Aε)uε
∥∥
L2

)
≤ Cχ,uε, ~Aε

∥∥ ~Aε,≤Λ − ~Aε
∥∥
Ḣ1 .

Since ‖ ~Aε,≤Λ − ~Aε‖Ḣ1 → 0 as Λ → ∞, inserting the previous estimates into (3.41) and
letting Λ→∞, we obtain

EV,∞ ≤ EV + ε.

Since ε > 0 is arbitrary, this concludes the proof of the proposition. �

Appendix A. Operators in Fock space, self-adjointness

In this appendix we set up some notations and give the proof of the self-adjointness of the
Pauli-Fierz operator H. We recall the definitions of standard operators in Fock space. We
only give here formal definitions, referring the reader to e.g. [19, 45] for more details.
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Let us consider a Hilbert space h and its associated symmetric Fock space Fs(h) :=⊕∞
n=0

∨n h, with
∨0 h := C. Let h ∈ h. For n ∈ N, the creation and annihilation oper-

ators are respectively defined as

a∗(h)|∨n h =
√

(n+ 1) |h〉
∨

I∨n h, a(h)|∨n h =
√
n 〈h| ⊗ I∨n−1 h, a(h)|C = 0 .

The field operator Φ(h) is then defined as

Φ(h) = (a(h) + a∗(h))/
√

2. (A.1)

Let ω be a self-adjoint operator on h. The second quantization of ω is the operator on Fock
space defined by

dΓ(ω)|∨n h =
n∑
k=1

I∨k−1 h ⊗ ω ⊗ I∨n−k h, dΓ(ω)|C = 0.

The coherent state of parameter f ∈ h is defined as

Ψf := e
iΦ
(√

2
i
f
)
Ω = e−

‖f‖2h
2

∞∑
n=0

f⊗n√
n!
,

where Ω stands for the Fock vacuum. Coherent states are eigenvectors of the annihilation
operators in the sense that for all f, h ∈ h,

a(h)Ψf = 〈h, f〉h Ψf .

This in turn leads to the following equalities:

〈Ψf ,Φ(h)Ψf〉Fs(h) = 2Re 〈h, f〉h , 〈Ψf , dΓ(ω)Ψf〉Fs(h) = 〈f, ω f〉h . (A.2)

We recall the following estimates, which holds for any non-negative operator ω on h, h in
the domain of ω−1/2 and Ψ in the domain of dΓ(ω)1/2:

‖a(h)Ψ‖ ≤ ‖ω−
1
2h‖2

h‖dΓ(ω)
1
2 Ψ‖2

Fs(h), (A.3)

‖a∗(h)Ψ‖ ≤ ‖ω−
1
2h‖2

h‖dΓ(ω)
1
2 Ψ‖2

Fs(h) + ‖f‖2
h‖Ψ‖2

Fs(h). (A.4)

The next proposition establishes the self-adjointness of the Pauli-Fierz Hamiltonian H of
the standard model of non-relativistic QED (see (1.9)) under our assumptions. We recall a
proof for the convenience of the reader.

Proposition A.1 (Self-adjointness of H). Suppose that V = V+−V− belongs to L1
loc(R3;R+)

and that V− is infinitesimally small with respect to −∆ in the sense of quadratic forms on
H1(R3). Suppose in addition that χ : R3 → R is such that both |k|−1/2χ and |k|−1χ are
in L2(R3). Then the Pauli-Fierz hamiltonian H is a self-adjoint operator with form domain

Q(H) = Q
(
HV+ ⊗ IC2 ⊗ If + Iel ⊗ IC2 ⊗ dΓ(|k|)

)
.
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Proof. Let Q+ := Q
(
HV+ ⊗ IC2 ⊗ If + Iel ⊗ IC2 ⊗ dΓ(|k|)

)
.We claim that the following form

is closed on Q+:

q+(Ψ1,Ψ2) :=
〈
~σ · (−i~∇⊗ IC2 ⊗ If − ~A(~mx))Ψ1, ~σ · (−i~∇⊗ IC2 ⊗ If − ~A(~mx))Ψ2

〉
H

+
〈

(V
1/2

+ ⊗ IC2 ⊗ If)Ψ1, (V
1/2

+ ⊗ IC2 ⊗ If)Ψ2

〉
H

+
〈

(Iel ⊗ IC2 ⊗H1/2
f )Ψ1, (Iel ⊗ IC2 ⊗H1/2

f )Ψ2

〉
H
.

Let (Ψn)n∈N in QN
+ be such that Ψn

H−→
n→∞

Ψ and (q+(Ψn,Ψn))n∈N converges. We show that Ψ

is in Q+ and that q+(Ψn−Ψ,Ψn−Ψ) −→
n→∞

0. Considering the closed form on Q+ defined by

q0(Ψ1,Ψ2) :=
〈

(−i~∇⊗ IC2 ⊗ If)Ψ1, (−i~∇⊗ IC2 ⊗ If)Ψ2

〉
H

+
〈

(V
1/2

+ ⊗ IC2 ⊗ If)Ψ1, (V
1/2

+ ⊗ IC2 ⊗ If)Ψ2

〉
H

+
〈

(Iel ⊗ IC2 ⊗H1/2
f )Ψ1, (Iel ⊗ IC2 ⊗H1/2

f )Ψ2

〉
H
,

it is not difficult to verify, using (A.3)–(A.4), that there exists a positive constant C such
that, for all ε > 0, for all Ψ in Q+,

(1− Cε)q0(Ψ,Ψ) ≤ q+(Ψ,Ψ) + Cε

(∥∥∥(Iel ⊗ IC2 ⊗H1/2
f )Ψ

∥∥∥2

H
+ ‖Ψ‖2

H

)
. (A.5)

This implies that (q0(Ψn,Ψn))n∈N is a Cauchy sequence and hence, since q0 is closed on Q+,
we deduce that Ψ ∈ Q+. Finally, since, similarly as for (A.5), we have

q+(Ψ,Ψ) ≤ (1− Cε)q0(Ψ,Ψ),

we conclude that
q+(Ψn −Ψ,Ψn −Ψ) −→

n→∞
0.

We have shown that the quadratic form q+ is positive and closed on Q+. In particular (see
e.g. [31, Chap. 6, Thm. 2.1]), this ensures that there exists a positive self-adjoint operator H+

such that, for all Ψ1,Ψ2 ∈ Q+, q+(Ψ1,Ψ2) = 〈H1/2
+ Ψ1, H

1/2
+ Ψ2〉H. Since V− is infinitesimally

form bounded with respect to −∆, one easily deduces that it is also infinitesimally form
bounded with respect toH+. The KLMN theorem then allows us to conclude that H identifies
to a self-adjoint operator with form domain

Q(H) = Q+ = Q
(
HV+ ⊗ IC2 ⊗ If + Iel ⊗ IC2 ⊗ dΓ(|k|)

)
.

This concludes the proof. �
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