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Abstract. We consider mathematical models of the weak decay of the vector bosons W± into leptons.
The free quantum field hamiltonian is perturbed by an interaction term from the standard model of particle
physics. After the introduction of high energy and spatial cut-offs, the total quantum hamiltonian defines
a self-adjoint operator on a tensor product of Fock spaces. We study the scattering theory for such models.
First, the masses of the neutrinos are supposed to be positive: for all values of the coupling constant, we
prove asymptotic completeness of the wave operators. In a second model, neutrinos are treated as massless
particles and we consider a simpler interaction Hamiltonian: for small enough values of the coupling
constant, we prove again asymptotic completeness, using singular Mourre’s theory, suitable propagation
estimates and the conservation of the difference of some number operators.

1. Introduction and results

This paper is devoted to the scattering theory of mathematical models arising from Quantum Field
Theory (QFT). One of our main concerns is to establish asymptotic completeness of the wave operators for
models involving massless fields. In the recent literature, this problem has been notably studied for Pauli-
Fierz Hamiltonians describing confined non-relativistic particles interacting with a quantized radiation
field [36, 15, 24, 17]. Asymptotic completeness has been proven for the massless spin-boson model, but
proving this property for more general Pauli-Fierz Hamiltonians remains an important open problem.
In this paper, among other results, asymptotic completeness for a simplified model of QFT involving a
massless field is proven, thanks to the particular structure of the model.

We consider the weak interaction between the vector bosons W± and the full family of leptons. The
latter involves the electron e−, the positron e+, the muon µ−, the antimuon µ+, the tau τ−, the antitau
τ+, the associated neutrinos νe, νµ, ντ and the antineutrinos ν̄e, ν̄µ, ν̄τ . Typical examples of processes we
are interested in are the weak decay of the W± bosons into a lepton l± and its associated neutrino νl or
antineutrino ν̄l,

W− → l− + ν̄l, W+ → l+ + νl. (1.1)

In what follows, the mass of a particle p will be denoted by mp. It is equal to the mass of the
corresponding antiparticle. Physically, the following inequalities hold:

me < mµ < mτ < mW .

Neutrinos were usually assumed to be massless in the classical form of the standard model of particle
physics, but recent experiments have provided evidences for nonzero neutrino masses (see, e.g., [51] and
references therein). Since the latter are extremely small, however, it is legitimate – and conceptually
interesting – to consider models where neutrinos are supposed to be massless. In this paper, me, mµ, mτ

and mW will be treated as strictly positive parameters (we will not use the inequalities above), and we
will consider separately two cases: i) mνe > 0, mνµ > 0, mντ > 0 and ii) mνe = mνµ = mντ = 0.

The interaction term for the specific process (1.1) is given, in the Lagrangian formalism and for each
lepton channel l, by (see, e.g., [40, 41] and references therein)

I =
∫ [

Ψl(x)†γ0γα(1− γ5)Ψνl(x)Wα(x) + Ψνl(x)†γ0γα(1− γ5)Ψl(x)Wα(x)∗
]
d3x, (1.2)
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with

Ψl(x) = (2π)−
3
2
∑

s1=± 1
2

∫ [
u(p1, s1)eip1·x

(2(|p1|2 +m2
l )

1
2 )

1
2
bl,+(p1, s1) + v(p1, s1)e−ip1·x

(2(|p1|2 +m2
l )

1
2 )

1
2
b∗l,−(p1, s1)

]
d3p1, (1.3)

Ψνl(x) = (2π)−
3
2
∑

s2=± 1
2

∫  u(p2, s2)eip2·x

(2(|p2|2 +m2
νl

)
1
2 )

1
2
cl,+(p2, s2) + v(p2, s2)e−ip2·x

(2(|p2|2 +m2
νl

)
1
2 )

1
2
c∗l,−(p2, s2)

 d3p2, (1.4)

Wα(x) = (2π)−
3
2

∑
λ=−1,0,1

∫ [
εα(p3, λ)eip3·x

(2(|p3|2 +m2
W )

1
2 )

1
2
a+(p3, λ) + ε∗α(p3, λ)e−ip3·x

(2(|p3|2 +m2
W )

1
2 )

1
2
a∗−(p3, λ)

]
d3p3. (1.5)

Here, u and v are the solutions to the Dirac equation (normalized as in [41, (2.13)]), εα is a polarisation
vector, γα, α = 0, . . . , 3 and γ5 are the usual gamma matrices. Moreover, the index l ∈ {1, 2, 3} labels the
lepton families, p1, p2, p3 ∈ R3 stand for the momentum variables of fermions and bosons, si ∈ {−1

2 ,
1
2}

denotes the spin of fermions and λ ∈ {−1, 0, 1} the spin of bosons. The operators bl,+(p1, s1) and
b∗l,+(p1, s1) are annihilation and creation operators for the electron if l = 1, muon if l = 2 and tau if

l = 3. The operators bl,−(p1, s1) and b∗l,−(p1, s1) are annihilation and creation operators for the associated

antiparticles. Likewise, cl,+(p2, s2) and c∗l,+(p2, s2) (respectively cl,−(p2, s2) and c∗l,−(p2, s2)) stand for

annihilation and creation operators for the neutrinos of the l-family (respectively antineutrinos) and the
operators a+(p3, λ) and a∗+(p3, λ) (respectively a−(p3, λ) and a∗−(p3, λ)) are annihilation and creation
operators for the boson W− (respectively W+).

It should be mentioned that, when neutrinos are supposed to be massive, a slightly different interaction
term can be found in the literature (see, e.g., [62]). More precisely, massive neutrinos fields (Ψ̃ν1 , Ψ̃ν2 , Ψ̃ν3)
may be defined by applying a 3 × 3 unitary matrix transformation to the fields (Ψν1 ,Ψν2 ,Ψν3) in (1.4).
Our results can be proven without any noticeable change if one considers such interaction terms. We will
not do so in the present paper.

For shortness, we denote by ξi = (pi, si), i = 1, 2, the quantum variables for fermions, and ξ3 = (p3, λ)
for bosons. The following canonical commutation and anticommutation relations hold:

{bl,ε(ξ1), b∗l′,ε′(ξ2)} = {cl,ε(ξ1), c∗l′,ε′(ξ2)} = δll′δεε′δ(ξ1 − ξ2),
[aε(ξ1), a∗ε′(ξ2)] = δεε′δ(ξ1 − ξ2),

{bl,ε(ξ1), bl′,ε′(ξ2)} = {cl,ε(ξ1), cl′,ε′(ξ2)} = 0,
[aε(ξ1), aε′(ξ2)] = 0,

{bl,ε(ξ1), cl′,ε′(ξ2)} = {bl,ε(ξ1), c∗l′,ε′(ξ2)} = 0,
{b∗l,ε(ξ1), cl′,ε′(ξ2)} = {b∗l,ε(ξ1), c∗l′,ε′(ξ2)} = 0,

[aε(ξ1), cε′(ξ2)] = [aε(ξ1), bε′(ξ2)] = 0,
[aε(ξ1), c∗ε′(ξ2)] = [aε(ξ1), b∗ε′(ξ2)] = 0,
[a∗ε (ξ1), cε′(ξ2)] = [a∗ε (ξ1), bε′(ξ2)] = 0,
[a∗ε (ξ1), c∗ε′(ξ2)] = [a∗ε (ξ1), b∗ε′(ξ2)] = 0,

with l, l′ ∈ {1, 2, 3}, ε, ε′ = ±.
Inserting (1.3)–(1.5) into (1.2), integrating with respect to x, and using the convention

∫
dξ1dξ2dξ3 =

∑
s1=± 1

2

∑
s2=± 1

2

∑
λ=−1,0,1

∫
d3p1d

3p2d
3p3,
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we arrive at the formal expression

HI :=
4∑
j=1

H
(j)
I :=

3∑
l=1

∑
ε=±

∫ {[
G

(1)
l,ε (ξ1, ξ2, ξ3)b∗l,ε(ξ1)c∗l,−ε(ξ2)aε(ξ3) + h.c.

]
+
[
G

(2)
l,ε (ξ1, ξ2, ξ3)b∗l,−ε(ξ1)c∗l,ε(ξ2)a∗ε (ξ3) + h.c.

]
+
[
G

(3)
l,ε (ξ1, ξ2, ξ3)b∗l,−ε(ξ1)cl,−ε(ξ2)a∗ε (ξ3) + h.c.

]
+
[
G

(4)
l,ε (ξ1, ξ2, ξ3)b∗l,ε(ξ1)cl,ε(ξ2)aε(ξ3) + h.c.

]}
dξ1dξ2dξ3, (1.6)

where we set −ε = ∓ if ε = ±. The kernels G
(j)
l,ε , j = 1, . . . , 4, are of the form

G
(1)
l,ε (ξ1, ξ2, ξ3) = f

(1)
l,ε,1(ξ1)f (1)

l,ε,2(ξ2)f (1)
l,ε,3(ξ3)δ(−p1 − p2 + p3), (1.7)

G
(2)
l,ε (ξ1, ξ2, ξ3) = f

(2)
l,ε,1(ξ1)f (2)

l,ε,2(ξ2)f (2)
l,ε,3(ξ3)δ(p1 + p2 + p3), (1.8)

G
(3)
l,ε (ξ1, ξ2, ξ3) = f

(3)
l,ε,1(ξ1)f (3)

l,ε,2(ξ2)f (3)
l,ε,3(ξ3)δ(−p1 + p2 − p3), (1.9)

G
(4)
l,ε (ξ1, ξ2, ξ3) = f

(4)
l,ε,1(ξ1)f (4)

l,ε,2(ξ2)f (4)
l,ε,3(ξ3)δ(−p1 + p2 + p3), (1.10)

where the maps pi 7→ f
(j)
l,ε,i(ξi) are bounded in any compact set of R3. Their explicit expressions are given

in Appendix A.
An important property of the interaction Hamiltonian (1.6) is that it preserves the lepton number,

in the sense that Nl− + Nνl − Nl+ − Nν̄l commutes with HI . Here, Np stands for the number operator
corresponding to a particle p.

We observe that the first term in (1.6), H
(1)
I , describes explicitly processes like (1.1), while H

(2)
I prevents

the bare vacuum from being a bound state, as expected from physics. To study a process like (1.1), it
is reasonable, in a first approximation, to keep only these first two terms, thus considering the simpler

interaction Hamiltonian HI = H
(1)
I +H(2)

I . Under the assumption that the masses of the neutrinos vanish,
we will make this approximation. The advantage is that the differences of number operators Nl− − Nν̄l
and Nl+−Nνl are preserved by the Hamiltonian. This property will be essential in some of our arguments.
On the other hand, if we assume that the masses of the neutrinos do not vanish, our argument applies
without requiring that such a quantity be conserved, and therefore the full interaction Hamiltonian (1.6)
can be studied.

Now, the free Hamiltonian is given by

H0 =
3∑
l=1

∑
ε=±

∫
ω

(1)
l (ξ1)b∗l,ε(ξ1)bl,ε(ξ1)dξ1 +

3∑
l=1

∑
ε=±

∫
ω

(2)
l (ξ2)c∗l,ε(ξ2)cl,ε(ξ2)dξ2

+
∑
ε=±

∫
ω(3)(ξ3)a∗ε (ξ3)aε(ξ3)dξ3, (1.11)

with the dispersion relations

ω
(1)
l (ξ1) =

√
p2

1 +m2
l , ω

(2)
l (ξ2) =

√
p2

2 +m2
νl
, ω(3)(ξ3) =

√
p2

3 +m2
W± . (1.12)

The total Hamiltonian is defined by
H = H0 +HI . (1.13)

Since the kernels G
(j)
l,ε are singular, the formal expressions (1.6)–(1.13) do not define a self-adjoint

operator in Fock space (see the next section for the precise definition of the Hilbert space that we consider).
In order to obtain such a self-adjoint operator, following a standard procedure in constructive QFT (see e.g.
[38] and references therein), we introduce ultraviolet and spatial cut-offs in the interaction Hamiltonian.
Of course, eventually, it would be desirable to find a renormalization procedure allowing one to remove
those cut-offs. This constitutes an important open problem which is beyond the scope of this paper.

Let Λ > 0 be a fixed ultraviolet parameter and let B(0,Λ) denotes the ball centered at 0 and of

radius Λ in R3. In the formal expression (1.6), we introduce ultraviolet cut-offs, i.e., we replace f
(j)
l,ε,i(ξi)
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by χB(0,Λ)(pi)f
(j)
l,ε,i(ξi), for some smooth function χB(0,Λ) supported in B(0,Λ), and we replace the Dirac

delta function δ(p) by an approximation, δn(p) = n3δ1(np), for some smooth and compactly supported

function δ1. The resulting kernels are still denoted by the same symbols G
(j)
l,ε . In particular, G

(j)
l,ε are now

square integrable. As will be shown in the next section, square integrability of the kernels is actually
sufficient to prove that H = H0 +HI defines a self-adjoint operator in Fock space.

Some of our results will be proven in the weak coupling regime. We will therefore study in this paper
an abstract class of Hamiltonians given by

H = H0 + gHI , (1.14)

where g is a real coupling parameter, H0 is defined in (1.11), and HI is given by (1.6) with abstract kernels

G
(j)
l,ε . The latter will always be supposed to be square integrable and, in some cases, stronger regularity

assumptions on G
(j)
l,ε will be required. This will be made more precise below.

The spectral theory of such models of the weak interaction has been studied in particular in [2, 5, 6, 7,
8, 9] (see also [10, 58] for related models of QED). Without entering into details, the results established
in these references show that, for weak coupling, and under suitable assumptions on the kernels, H is
self-adjoint and has a ground state (i.e. E := inf σ(H) is an eigenvalue of H), and the essential spectrum
of H coincides with the semi axis σess(H) = [E +mν ,∞), with mν = min(mνe ,mνµ ,mντ ). In particular,
if the masses of the neutrinos vanish, the ground state energy is an eigenvalue of H embedded into its
essential spectrum. Moreover, except for the ground state energy, the spectrum of H below the electron
mass is purely absolutely continuous.

In this paper, we complement the previous spectral results by studying the structure of the essential
spectrum in the whole semi-axis [E+mν ,∞) (not only below the electron mass) and by relaxing the weak
coupling assumption in the case where the masses of the neutrinos do not vanish.

Our main purpose is then to study scattering theory for models of the form (1.6)–(1.14) and, in
particular, to prove asymptotic completeness. Scattering theory for models of non-relativistic matter
coupled to a massive, bosonic quantum field – massive Pauli-Fierz Hamiltonians – has been considered by
many authors. See, among others, [4, 19, 21, 23, 28, 29, 30, 31, 32, 44, 46, 47, 57]; see also [1] for fermionic
Pauli-Fierz systems, [22] for spatially cut-off P (ϕ)2 Hamiltonians, [37] for abstract QFT Hamiltonians,
and [12, 15, 16, 17, 24, 25, 36] for massless Pauli-Fierz Hamiltonians. A large part of the techniques used
in the present paper are adapted from the ones developed in these references.

The first step of the approach to scattering theory that we follow consists in establishing the existence
and basic properties of the asymptotic creation and annihilation operators

a±,]ε (h) := s-lim
t→+∞

e±itHe∓itH0a]ε(h)e±itH0e∓itH , (1.15)

for any h in L2(R3 × {−1, 0, 1}), where a] stands for a or a∗ and

a∗ε (h) =
∫
h(ξ3)a∗ε (ξ3)dξ3, aε(h) =

∫
h̄(ξ3)aε(ξ3)dξ3. (1.16)

The fermionic asymptotic creation and annihilation operators b±,]l,ε (h) and c±,]l,ε (h) are defined similarly,

for h ∈ L2(R3 × {−1
2 ,

1
2}).

Let H be the Hilbert space of the model, defined as a tensor product of Fock spaces, see the next
section for precise definitions. The space of asymptotic vacua is defined by

K ± := {u, d±(h)u = 0 for all asymptotic annihilation operator d±(h)},

where d±(h) stands for either a±ε (h), with h ∈ L2(R3 × {−1, 0, 1}), or b±l,ε(h) or c±l,ε(h), with h ∈ L2(R3 ×
{−1

2 ,
1
2}). There is a natural definition of isometric wave operators

Ω± : K ± ⊗H →H , (1.17)

with the property that

Ω±(1⊗ d](h)) = d±,](h)Ω±, (1.18)
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where, again, d](h) stands for any kind of creation or annihilation operator. Asymptotic completeness of
Ω± is the statement that Ω± are unitary and that K ± = Hpp(H), where Hpp(H) denotes the pure point
spectral subspace of H. An interpretation of asymptotic completeness is that any evolving state e−itHu,
with u ∈ H , can be decomposed, asymptotically as time t goes to infinity, into a bound state together
with asymptotically free particles.

Recall that the parameter j ∈ {1, . . . , 4} labels the different interaction terms in (1.6) and that the
index l ∈ {1, 2, 3} labels the lepton families. Moreover ε = ±. In what follows, for shortness, we say that

“G ∈ L2” if, for all j, l and ε, G
(j)
l,ε is square integrable.

Recall that s1, s2 denote the spin variables for fermions and that λ denotes the spin variable for bosons.
We say that

“G ∈ Hµ” if, for all j, l, ε, s1, s2 and λ, G
(j)
l,ε (s1, ·, s2, ·, λ, ·) belongs to the Sobolev space Hµ(R9).

Remembering that the dispersion relation ω
(i)
l , i = 1, 2, l = 1, 2, 3 and ω(3) are defined in (1.12), we set

a(i),l := i
2
(
∇pi · ∇ω

(i)
l (pi) +∇ω(i)

l (pi) · ∇pi
)
, i = 1, 2, l = 1, 2, 3, (1.19)

a(3) := i
2
(
∇p3 · ∇ω(3)(p3) +∇ω(3)(p3) · ∇p3

)
, (1.20)

b(i),l := i
2
(
(pi · ∇ω(i)

l (pi))−1pi · ∇pi +∇pi · pi(pi · ∇ω
(i)
l (pi))−1), i = 1, 2, l = 1, 2, 3, (1.21)

b(3) := i
2
(
(p3 · ∇ω(3)(p3))−1p3 · ∇p3 +∇p3 · p3(p3 · ∇ω(3)(p3))−1), (1.22)

as partial differential operators acting on L2(dξ1dξ2dξ3). See Section 3 for details concerning the domains
and properties of these operators. It should be noted that, in the case where the masses of the neutrinos
vanish, we have that a(2),l = b(2),l.

To shorten the statement of some of our results below, we introduce the notation “a(i),·G ∈ L2” with
the following meaning: for i = 1, 2, we say that

“a(i),·G ∈ L2” if, for all j, l and ε, a(i),lG
(j)
l,ε is square integrable,

and, for i = 3, we say that

“a(3),·G ∈ L2” if, for all j, l and ε, a(3)G
(j)
l,ε is square integrable.

The notation a(i),·a(i′),·G ∈ L2 is defined analogously, and likewise for b(i),·G ∈ L2 and b(i),·b(i′),·G ∈ L2.

Given these conventions, the notation |p3|−1a(i),·G ∈ L2 have an obvious meaning.
Our main results can be stated as follows.

Theorem 1.1.

(i) Suppose that the masses of the neutrinos mνe, mνµ, mντ are positive and consider the Hamiltonian
(1.14) with HI given by (1.6). Assume that

G ∈ L2, a(i),·G ∈ L2, i = 1, 2, 3,

and that G ∈ H1+µ for some µ > 0. Then the wave operators Ω± exist and are asymptotically
complete. Suppose in addition that

b(i),·G ∈ L2, i = 1, 2, 3, b(i),·b(i′),·G ∈ L2, i, i′ = 1, 2, 3.

Then there exists g0 > 0, which does not depend on mνe, mνµ, mντ , such that, for all |g| ≤ g0,
H − E is unitarily equivalent to H0.

(ii) Suppose that the masses of the neutrinos mνe, mνµ, mντ vanish and consider the Hamiltonian

H = H0 + g(H(1)
I +H

(2)
I ) with H

(1)
I and H

(2)
I given by (1.6). Assume that

G ∈ L2, a(i),·G ∈ L2, |p3|−1a(i),·G ∈ L2, i = 1, 2, 3,
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and that G ∈ H1+µ for some µ > 0. Then there exists g0 > 0 such that, for all |g| ≤ g0, the wave
operators Ω± exist and are asymptotically complete. Suppose in addition that

b(i),·G ∈ L2, i = 1, 2, 3, b(i),·b(i′),·G ∈ L2, i, i′ = 1, 2, 3.

Then there exists g′0 > 0 such that, for all |g| ≤ g′0, H − E is unitarily equivalent to H0.

Remark 1.2. (i) As mentioned above, physically, the masses of the neutrinos are extremely small.
We emphasize that the second part of Theorem 1.1 (i) holds for |g| small enough, uniformly with
respect to the masses of the neutrinos. As a consequence, from the observation that the Hamilton-
ian with massive neutrinos converges to that with massless neutrinos, in the norm resolvent sense,
as the masses of the neutrinos go to 0, one can deduce that, in the massless case, H−E is approx-
imately unitarily equivalent to H0. This means that there exists a sequence of unitary operators
(Un) such that UnH0U

∗
n → H − E, as n → ∞, in the norm resolvent sense. The conclusion of

Theorem 1.1 (ii), which concerns also the massless case, is, of course, significantly stronger since
it shows that H−E and H0 are unitarily equivalent (not only approximately unitarily equivalent).

However, Theorem 1.1 (ii) only holds for the simplified Hamiltonian H = H0 + g(H(1)
I +H

(2)
I ).

(ii) Suppose that the kernels G
(j)
l,ε are of the forms (1.7)–(1.10), where, as explained above, the δ-

functions are regularized and ultraviolet cut-offs are introduced. Suppose in addition that the

functions f
(j)
l,ε,i belong to C∞(R3 \ {0}) and satisfy∣∣∂αpi,`f (j)

l,ε,i(ξ1, ξ2, ξ3)
∣∣ ≤ Cα|pi|ν−α, α ∈ N, pi = (pi,1, pi,2, pi,3),

for some real parameter ν. Then, in the massive case (Theorem 1.1 (i)), the conditions G ∈ L2 and
a(i),·G ∈ L2 are satisfied for any ν > −3/2, and G ∈ H1+µ is satisfied provided that ν > −1/2 +µ.

The conditions b(i),·G ∈ L2 are satisfied for ν > 1/2, and b(i),·b(i′),·G ∈ L2 for ν > 5/2. The same

holds in the massless case (Theorem 1.1 (ii)), except that a(2),·G ∈ L2 is satisfied for ν > −1/2
(recall that a(2),lG = b(2),lG in the massless case), and, if i = 2 or i′ = 2, b(i),·b(i′),·G ∈ L2 is

satisfied for ν > 3/2. Besides, |p3|−1a(i),·G ∈ L2 holds as soon as ν > −1/2.

(iii) The assumption that |p3|−1a(i),·G ∈ L2 in Theorem 1.1 (ii) can be replaced by |p1|−1a(i),·G ∈ L2.

To prove Theorem 1.1, we follow the general approach of [21, 22, 1] that we adapt to the present
context. In addition to the fact that the model we study involves both bosons and fermions, one of our
main achievements, compared to [21, 22, 1], is that the second part of our results in (i) hold with a
restriction on the coupling constant which is uniform w.r.t. the masses of the neutrinos, and our results
in (ii) are proven for an Hamiltonian involving massless particles. As mentioned above, for Pauli-Fierz
Hamiltonians, contributions to scattering theory involving massless particles include [36, 15, 24, 25, 16, 17].
In particular, for the massless spin-boson model, asymptotic completeness has been established in [24, 17],
using the uniform bound on the number of emitted particles proven in [15]. This property, however, has
not been proven for more general massless Pauli-Fierz Hamiltonians, yet. In our setting, controlling the
number of emitted particles is made possible thanks to the fact that Nlept−Nneut commutes with H, with
Nlept the number of leptons and antileptons and Nneut the number of neutrinos and antineutrinos.

In our proof of Theorem 1.1, as in previous works, one of the main issues consists in finding a good choice
of a “conjugate operator”A, such that the commutator [H, iA] is positive in the sense of Mourre [50], or in
a related weaker sense [34, 35]. From such a positive commutator estimate, one deduces spectral properties
such that the absence of singular continuous spectrum for H, and suitable propagation estimates allowing
one to establish asymptotic completeness.

In the case where all particles are massive ((i) in Theorem 1.1), our conjugate operator is the sum of
the second quantizations of the operators (1.19)–(1.20). This is a natural generalization of the conjugate
operator chosen for instance in [21, 22, 1]. Our main achievement here is that we show that the operators
H−E and H0 are unitary equivalent for small |g|, uniformly in the masses of the neutrinos. To prove this,
we use, in an essential way, the fact that neutrinos are fermions, together with a suitable application of the
Nτ estimates of Glimm and Jaffe [38] and an extension of Mourre’s theory allowing for non-self-adjoint
conjugate operators [34].
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The proof of Theorem 1.1 (ii) constitutes the main novelty compared to previous results in the literature.
Here we cannot follow directly the approach of [21, 22, 1] because of the presence of massless particles. To
obtain a useful Mourre estimate, we combine singular Mourre’s Theory [34] together with an induction
argument of [21] and smallness of the coupling constant g. Using this Mourre estimate and the fact that
Nlept − Nneut commutes with H, we then establish propagation estimates. Our propagation estimates
resemble those proven in [21], but with a different time-dependent propagation observable. Our choice of
the (one-particle) propagation observable is inspired in part by that used in [24, 25]: it is a time-dependent
modification of the usual “position operator”, especially fitted to handle singularities due to the presence
of massless particles. We do not take the same propagation observable as in [24, 25] because we follow a
different approach, closer to that of [21], to prove asymptotic completeness.

As in [12, 24, 25], an important ingredient to prove the propagation estimates is the control of the
observable dΓ(|p2|−1) along the time evolution (where p2 is the momentum of a neutrino). More precisely,
we prove that, for suitable initial states, the expectation of this observable along the evolution grows
slower than linearly in time t, which is crucial to estimate some remainder terms in the propagation
estimates.

Our paper is organized as follows. In Section 2, we show that the Hamiltonian (1.14) defines a self-
adjoint operator on a Hilbert space given as a tensor product of antisymmetric and symmetric Fock spaces.
The result holds without any restriction on the coupling constant g. Section 2 also contains the proof of
some technical estimates that are used in the subsequent sections.

In Section 3, we recall results giving the existence of a ground state and the location of the essential
spectrum of H, and we study the essential spectrum by means of suitable versions of Mourre’s conjugate
operator method.

Section 4 is devoted to the proof of several propagation estimates.
Finally, in Section 5, we prove some properties of the asymptotic fields and wave operators, and we use

the results of Sections 3 and 4 to prove Theorem 1.1.
Technically, our main contributions, compared to previous works, are the proof of the Mourre estimate

in Theorem 3.9, and the proof of propagation estimates in Theorems 4.3 and 4.4.
For the convenience of the reader, the complete expression of the formal interaction Hamiltonian (1.6)

is given in Appendix A, and the definitions and properties of some operators in Fock space are recalled
in Appendices B and C. Technical computations are gathered in Appendix D.

Throughout the paper, the notation a . b, for positive numbers a and b, stands for a ≤ Cb where C is
a positive constant independent of the parameters involved.

Acknowledgements. We thank J.-C. Guillot for interesting remarks. J.F. is grateful to J.-M. Barbaroux
and J.-C. Guillot for many discussions and fruitful collaborations.

2. Self-adjointness of the Hamiltonian and technical estimates

In this section we show that the Hamiltonian of the model, formally defined in (1.14), identifies with
a self-adjoint operator in an appropriate Hilbert space. The definition of the Hilbert space is given in
Section 2.1 and self-adjointness of the Hamiltonian is proven in Section 2.2. In Section 2.3, we prove some
technical estimates that will be used in the next sections.

2.1. Hilbert space. The Hilbert space of the model is a tensor product of Fock spaces for fermions
and bosons. For fermions, we define Σ1 := R3 × {−1

2 ,
1
2} and, for bosons, Σ2 := R3 × {−1, 0, 1}. The

one-particle Hilbert space for fermions is h1 := L2(Σ1) and for bosons h2 := L2(Σ2). The anti-symmetric
Fock space for fermions is denoted by Fa := ⊕∞n=0 ⊗na h1, where ⊗a stands for the antisymmetric tensor
product and where we use the usual convention ⊗0

ah1 = C. The symmetric Fock space for bosons is
Fs := ⊕∞n=0 ⊗ns h2, where ⊗s stands for the symmetric tensor product and ⊗0

sh2 = C. Every family l of
leptons contains either an electron, a muon or a tau, the associated antiparticle, and a neutrino and its
antineutrino. Consequently, the Hilbert space for each lepton family is

Fl :=
4⊗

Fa,
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and we denote the full leptonic Hilbert space by

FL :=
3⊗

Fl.

Analogously, the bosonic Hilbert space is given by

FW :=
2⊗

Fs.

The total Hilbert space is
H := FW ⊗ FL.

In other words, H is the tensor product of 14 Fock spaces, 2 symmetric Fock spaces for the bosons W±

and 12 anti-symmetric Fock spaces for the fermions.
The number operators for neutrinos and antineutrinos are defined by

Nνl :=
∑
ε=±

∫
c∗l,ε(ξ2)cl,ε(ξ2)dξ2, Nneut :=

3∑
l=1

Nνl ,

and likewise

Nl :=
∑
ε=±

∫
b∗l,ε(ξ1)bl,ε(ξ1)dξ1, Nlept :=

3∑
l=1

Nl, NW :=
∑
ε=±

∫
a∗ε (ξ3)aε(ξ3)dξ3.

The total number operator is

N = Nlept +Nneut +NW .

2.2. Self-adjointness. Using the Kato-Rellich theorem together with Nτ estimates [38], it is proven
in [9] that the total Hamiltonian H defined in (1.14) is a self-adjoint operator in H , with domain

D (H) = D (H0), provided that the kernels G
(j)
l,ε are square integrable and g � 1. In this section, we

extend this result to any value of g.

Recall that the notation “G ∈ L2” means that, for all j, l and ε, G
(j)
l,ε is square integrable. We denote

by ‖G‖2 the sum over j, l and ε of the L2-norms of G
(j)
l,ε ,

‖G‖2 :=
∑
j,l,ε

∥∥G(j)
l,ε

∥∥
2.

Theorem 2.1. Suppose that G ∈ L2. Then, for all g ∈ R, the Hamiltonian H in (1.14) is self-adjoint
with domain D (H) = D (H0).

The proof of Theorem 2.1 will be a consequence of the following two lemmas. The first one is a direct
application of the Nτ estimates of Glimm and Jaffe (see [38, Proposition 1.2.3(c)]).

Lemma 2.2. Suppose that G ∈ L2. Then

‖HI(Nlept +NW + 1)−1‖ . ‖G‖2.

Proof. Consider for instance the term

H
(1)
I,1,+ :=

∫
G

(1)
1,+(ξ1, ξ2, ξ3)b∗1,+(ξ1)c∗1,−(ξ2)a+(ξ3)dξ1dξ2dξ3, (2.1)

occurring in HI . Proceeding as in Proposition 1.2.3(b) of [38], one easily verifies that∥∥∥N− 1
2

leptH
(1)
I,1,+N

− 1
2

W

∥∥∥ . ‖G(1)
1,+‖2.

Using that N
− 1

2
leptH

(1)
I,1,+ = H

(1)
I,1,+(Nlept + 1)−

1
2 , we obtain that

‖H(1)
I,1,+(Nlept +NW + 1)−1‖ . ‖G‖2.

The other terms occurring in HI can be treated in an analogous way. �

The second lemma is a slight generalization of [38, Proposition 1.2.3(c)].
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Lemma 2.3. Suppose that for all j, l, ε, s1, s2 and λ, G
(j)
l,ε (s1, ·, s2, ·, λ, ·) belongs to the Schwartz space

S (R9). Then

‖HI(NW + 1)−
1
2 ‖ ≤ C(G),

where C(G) is a positive constant depending on G
(j)
l,ε .

Proof. Let {ei} be an orthonormal basis of L2(R) composed of eigenvectors, corresponding to the eigenval-

ues λi = (2i+1), of the one-dimensional harmonic oscillator hho := − d2

dx2 +x2. We consider the orthonormal

basis {ei1 ⊗ · · · ⊗ ei9} in L2(R9). Below we use the notation i1 = (i1, i2, i3), i2 = (i3, i4, i5), i3 = (i6, i7, i9)
and a sum over (i1, i2, i3) corresponds to a sum over (i1, . . . , i9) ∈ N9. Moreover ei1 := ei1 ⊗ ei2 ⊗ ei3 and
likewise for ei2 and ei3 .

As in the proof of the previous lemma, we consider for instance the term H
(1)
I,1,+ occurring in HI , see

(2.1). Let

H
(1)
I,1,+(s1, s2, λ) :=

∫
G

(1)
1,+(s1, p1, s2, p2, λ, p3)b∗1,+(p1, s1)c∗1,−(p2, s2)a+(p3, λ)dp1dp2dp3,

so that
H

(1)
I,1,+ =

∑
s1,s2,λ

H
(1)
I,1,+(s1, s2, λ).

To prove the lemma, it suffices to verify that, for any fixed s1, s2 and λ,

‖H(1)
I,1,+(s1, s2, λ)(NW + 1)−

1
2 ‖ ≤ C(G).

Decomposing G
(1)
1,+(·, s1, ·, s2, ·, s3) into the orthonormal basis {ei1 ⊗ · · · ⊗ ei9}, we see that

H
(1)
I,1,+(s1, s2, λ) =

∑
i1,i2,i3

αi1,i2,i3b
∗
1,+,s1(ei1)⊗ c∗1,−,s2(ei2)⊗ a+,λ(ei3),

where we have set αi1,i2,i3 := 〈ei1 ⊗ ei2 ⊗ ei3 , G
(1)
1,+(·, s1, ·, s2, ·, s3)〉, b∗1,+,s1(h) =

∫
R3 h(p1)b∗1,+(s1, p1)dp1, for

h ∈ L2(R3), and likewise for c∗1,−,s2(h) and a+,λ(h). This yields∥∥∥H(1)
I,1,+(s1, s2, λ)(NW + 1)−

1
2

∥∥∥
=

∑
i1,i2,i3

∥∥∥αi1,i2,i3b
∗
1,+,s1(ei1)⊗ c∗1,−,s2(ei2)⊗ a+,λ(ei3)(NW + 1)−

1
2

∥∥∥ ≤ ∑
i1,i2,i3

|αi1,i2,i3 |.

Observe that

αi1,i2,i3 =
( 9∏
`=1

1
(2i` + 1)

)〈
ei1 ⊗ ei2 ⊗ ei3 , (⊗9

`=1hho)G(1)
1,+(·, s1, ·, s2, ·, s3)

〉
.

The Cauchy-Schwarz inequality then gives∑
i1,i2,i3

|αi1,i2,i3 | ≤
( ∑

i1,i2,i3

( 9∏
`=1

1
(2i` + 1)2

)) 1
2 ∥∥(⊗9

`=1hho)G(1)
1,+(·, s1, ·, s2, ·, s3)

∥∥
L2(R9),

which concludes the proof. �

Now we are ready to prove Theorem 2.1.

Proof of Theorem 2.1. In this proof, we underline the dependence of the interaction Hamiltonian on the

kernels G
(j)
l,ε by writing HI = HI(G). According to Lemma 2.2, for Ψ ∈ D(Nlept +NW ), there exists a > 0

such that, for all G ∈ L2,

‖HI(G)Ψ‖ ≤ a‖G‖2 (‖(Nlept +NW )Ψ‖+ ‖Ψ‖) .

Let δ > 0. There exist Gδ ∈ L2 such that for all j, l, ε, s1, s2 and λ, G
(j)
δ,l,ε(s1, ·, s2, ·, λ, ·) belongs to the

Schwartz space S (R9) and

‖G−Gδ‖2 ≤
δ

a
.
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Hence

‖(HI(G)−HI(Gδ))Ψ‖ ≤ ε (‖(Nlept +NW )Ψ‖+ ‖Ψ‖) . (2.2)

Moreover, by Lemma 2.3,

‖HI(Gδ)Ψ‖ ≤ C(Gδ)‖(NW + 1)
1
2 Ψ‖, (2.3)

with C(Gδ) > 0. For µ > 0, we have that

‖(NW + 1)
1
2 Ψ‖2 ≤ µ‖NWΨ‖2 + ((4µ)−1 + 1)‖Ψ‖2 ≤

(
µ

1
2 ‖NWΨ‖+ ((4µ)−1 + 1)

1
2 ‖Ψ‖

)2
.

Inserting this into (2.3) and choosing µ
1
2 = εC(Gδ)−1, this implies that

‖HI(Gδ)Ψ‖ ≤ δ‖NWΨ‖+ cδ‖Ψ‖, (2.4)

for some positive constant cδ.
Equations (2.2) and (2.4) show that HI(G) is relatively (Nlept + NW )-bounded with relative bound

0. Since the masses ml and mW are positive, it is not difficult to deduce that Nlept + NW is relatively
H0-bounded. Therefore HI(G) is relatively H0-bounded with relative bound 0. Applying the Kato-Rellich
theorem concludes the proof. �

2.3. Technical estimates. This section is devoted to some technical lemmas and properties which will
be used later. Proofs and notations in this section are close to those of [21].

2.3.1. Number-energy estimates. We begin with the following result in the case where all particles are
supposed to be massive.

Lemma 2.4. Suppose that the masses of the neutrinos mνe, mνµ, mντ are positive and consider the

Hamiltonian (1.14) with HI given by (1.6). Assume that G ∈ L2.

(i) For all m ∈ Z, uniformly for z in a compact set of {z ∈ C,±|=z| > 0}, the operator (N+1)−m(H−
z)−1(N + 1)m+1 extends to a bounded operator satisfying∥∥(N + 1)−m(H − z)−1(N + 1)m+1∥∥ = O(|=(z)|−αm),

where αm denotes an integer depending on m.
(ii) Let χ ∈ C∞0 (R). Then, for all m, p ∈ N, Nmχ(H)Np extends to a bounded operator.

Proof. As in the proof of Theorem 2.1, we underline the dependence of the interaction Hamiltonian on

the kernels G
(j)
l,ε,ε′ by writing HI = HI(G). First, observe that

[H,N ] = [HI(G), N ].

A direct computation gives

[H(1)
I (G), Nlept] = [H(1)

I (G), Nneut] = −[H(1)
I (G), NW ] = iH(1)

I (iG), (2.5)

[H(2)
I (G), Nlept] = [H(2)

I (G), Nneut] = [H(2)
I (G), NW ] = iH(2)

I (iG), (2.6)

[H(3)
I (G), Nlept] = −[H(3)

I (G), Nneut] = [H(3)
I (G), NW ] = iH(3)

I (iG), (2.7)

[H(4)
I (G), Nlept] = −[H(4)

I (G), Nneut] = −[H(4)
I (G), NW ] = iH(4)

I (iG). (2.8)

In particular, since G ∈ L2, Lemma 2.2 together with the fact that Nlept + NW is relatively H-bounded
show that ‖[H,N ](H + z)−1‖ = O(|=z|−1). Likewise,

‖adjN (H)(H − z)−1‖ = O(|=z|−1), j ∈ N. (2.9)

Next, for m ∈ N, commuting Nm through (H − z)−1, we obtain that

(H − z)−1Nm = Nm(H − z)−1 +
m∑
k=1

Nm−l(H − z)−1Bm,k(z),
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where, by (2.9), the operator Bm,k(z) satisfies ‖Bm,k(z)‖ = O(|=z|−cm,k), with cm,k a positive integer.
Therefore

(N + 1)−m(H − z)−1(N + 1)m+1 = (N + 1)(H − z)−1 + (N + 1)−m
m∑
i=1

Nm−l(H − z)−1Bm,k(z)

= O(|=z|−αm),

where in the second equality we used that N is H-bounded. This proves (i).
To prove (ii), let χ ∈ C∞0 (R) and m, p ∈ N. Then

Nmχ(H)Np =
(m−1∏
k=0

Nm−k(H + i)−1Nk−m+1
)
(H + i)mχ(H)(H + i)p

( p−1∏
k=0

Nk−p+1(H + i)−1Np−k
)
,

where we used the convention
∏m−1
k=0 Ak := A0A1 . . . Am−1 for any operators A0, . . . , Am−1. Hence (i)

implies (ii). �

In the case where the masses of the neutrinos vanish, the statement of the previous lemma can be
modified as follows.

Lemma 2.5. Suppose that the masses of the neutrinos mνe, mνµ, mντ vanish and consider the Hamil-

tonian (1.14) with HI given by (1.6). Assume that G ∈ L2.

(i) For all m ∈ Z, uniformly for z in a compact set of {z ∈ C,±|=z| > 0}, the operator (N+1)−m(H−
z)−1(N + 1)m extends to a bounded operator satisfying∥∥(N + 1)−m(H − z)−1(N + 1)m

∥∥ = O(|=(z)|−αm),

where αm denotes an integer depending on m. Moreover, the operator (Nlept + NW + 1)−m(H −
z)−1(Nlept +NW + 1)m+1 extends to a bounded operator satisfying∥∥(Nlept +NW + 1)−m(H − z)−1(Nlept +NW + 1)m+1∥∥ = O(|=(z)|−βm),

where βm denotes an integer depending on m.
(ii) Let χ ∈ C∞0 (R). Then, for all m, p ∈ N, (Nlept +NW )mχ(H)(Nlept +NW )p extends to a bounded

operator.

Proof. The proof is analogous to that of Lemma 2.4. The only difference is that Nlept and NW are still
relatively H-bounded, but Nneut is not anymore. �

2.3.2. Number energy estimates in the “extended” setting. In the remainder of this section, we give results
that concern an auxiliary “extended Hamiltonian”. The latter is introduced similarly as in [21]. It will be
used in Section 5.

The “extended Hilbert space” is

H ext := H ⊗H

and the extended Hamiltonian, acting on H ext, is defined by

Hext := H ⊗ 1 + 1⊗H0.

More details on the extended objects are given in Appendix B. Roughly speaking, the idea is that the
first component of H ext corresponds to bound states, while the second component corresponds to states
localized near infinity. The number operators in the extended setting are defined by

Nlept,0 := Nlept ⊗ 1, Nlept,∞ := 1⊗Nlept,

and likewise for Nneut, NW and the total number operator N .
The proof of Lemma 2.4 can be adapted in a straightforward way to obtain the following results.
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Lemma 2.6.

(i) Under the conditions of Lemma 2.4, for all m ∈ Z, we have that∥∥(N0 +N∞ + 1)−m(Hext − z)−1(N0 +N∞ + 1)m+1∥∥ = O(|=(z)|−αm),
uniformly for z in a compact set of {z ∈ C,±|=z| > 0}, where αm denotes an integer depending
on m. Moreover, for all χ ∈ C∞0 (R) and m, p ∈ N, (N0 +N∞)mχ(Hext)(N0 +N∞)p extends to a
bounded operator.

(ii) Under the conditions of Lemma 2.5, for all m ∈ Z, we have that∥∥(N0 +N∞ + 1)−m(Hext − z)−1(N0 +N∞ + 1)m
∥∥ = O(|=(z)|−αm),

uniformly for z in a compact set of {z ∈ C,±|=z| > 0}, where αm denotes an integer depending
on m. Moreover,∥∥(Nlept,0 +NW,0 +Nlept,∞ +NW,∞ + 1)−m(Hext − z)−1

(Nlept,0 +NW,0 +Nlept,∞ +NW,∞ + 1)m+1∥∥ = O(|=(z)|−αm),

and for all χ ∈ C∞0 (R) and m, p ∈ N, (Nlept,0 +NW,0 +Nlept,∞+NW,∞)mχ(Hext)(Nlept,0 +NW,0 +
Nlept,∞ +NW,∞)p extends to a bounded operator.

Let (j1,0, . . . , j14,0) ∈ C∞0 (R3) and (j1,∞, . . . , j14,∞) ∈ C∞(R3) be families of function satisfying j`,0 ≥ 0,
j`,∞ ≥ 0, j2

`,0 + j2
`,∞ = 1 and j`,0 = 1 near 0. Recall that the total Hilbert space H is a ten-

sor product of 14 Fock spaces. We set j = ((j1,0, j1,∞), . . . , (j14,0, j14,∞)) and, for any R ≥ 1, jR =
((jR1,0, jR1,∞), . . . , (jR14,0, j

R
14,∞)), with jR`,] = j`,]( xR), x = i∇p, and p is the momentum of the particle labeled

by ` ∈ {1, . . . , 14}. The definition of the partition of unity Γ̌(jR) : H → H ext, adapted from [21] and
[1], is recalled in Appendix B.

Recall that we write “G ∈ Hµ” if, for all j, l, ε, s1, s2 and λ, G
(j)
l,ε (s1, ·, s2, ·, λ, ·) belongs to the Sobolev

space Hµ(R9). Note that it is equivalent to assume that, for all j, l, ε, s1, s2 and λ,

∀R > 1,
∥∥1[R,∞)(|xi|)G

(j)
l,ε (s1, ·, s2, ·, λ, ·)

∥∥
2 . R

−µ,

where xi = i∇pi , i = 1, 2, 3.

Lemma 2.7. Suppose that the masses of the neutrinos mνe, mνµ, mντ are positive and consider the

Hamiltonian (1.14) with HI given by (1.6). Assume that G ∈ L2. Let jR be defined as above. Then

(Hext + i)−1Γ̌(jR)− Γ̌(jR)(H + i)−1 = o(R0), R→∞. (2.10)

In particular, for any χ, χ′ ∈ C∞0 (R), we have that{
χ(Hext)Γ̌(jR)− Γ̌(jR)χ(H)

}
χ′(H) = o(R0), R→∞. (2.11)

If G ∈ Hµ with µ > 0, then

(Hext + i)−1Γ̌(jR)− Γ̌(jR)(H + i)−1 = O(R−min(1,µ)), R→∞, (2.12)

and in particular, for any χ, χ′ ∈ C∞0 (R) and µ ≥ 1, we have that{
χ(Hext)Γ̌(jR)− Γ̌(jR)χ(H)

}
χ′(H) ∈ O(R−1), R→∞. (2.13)

Proof. We first note that

(Hext + i)−1Γ̌(jR)− Γ̌(jR)(H + i)−1 = (Hext + i)−1(Γ̌(jR)H −HextΓ̌(jR)
)
(H + i)−1,

and a direct computation gives

Hext
0 Γ̌(jR)− Γ̌(jR)H0 = dΓ̌(jR, [ω, jR]),

where the operator dΓ̌(jR, [ω, jR]) is defined in Appendix B. It follows from Lemma B.1 that∥∥∥dΓ̌(jR, [ω, jR])(N0 +N∞ + 1)−1
∥∥∥ =

∥∥∥(N0 +N∞ + 1)−
1
2 dΓ̌(jR, [ω, jR])(N + 1)−

1
2

∥∥∥
≤
∥∥[ω, jR]∗[ω, jR]

∥∥ 1
2 = O(R−1).
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Moreover, we have that

(HI(G)⊗ 1)Γ̌(jR)− Γ̌(jR)HI(G) =
4∑
j=1

(H(j)
I (G)⊗ 1)Γ̌(jR)− Γ̌(jR)H(j)

I (G).

Considering for instance the term

H
(1)
I,1,+(G) =

∫
G

(1)
1,+(ξ1, ξ2, ξ3)b∗1,+(ξ1)c∗1,−(ξ2)a+(ξ3)dξ1dξ2dξ3,

occurring in H
(1)
I (G). Using the intertwining properties of Lemma B.2, one verifies that

(H(1)
I,1,+(G)⊗ 1)Γ̌(jR)− Γ̌(jR)H(1)

I,1,+(G)

can be expressed as a sum of operators of the form∫
jR(x1, x2, x3)G(1)

1,+(ξ1, ξ2, ξ3)b∗,]1,+(ξ1)c∗,]1,−(ξ2)a]+(ξ3)dξ1dξ2dξ3,

where jR(x1, x2, x3) stands for either 1 − jR`1,0(x1)jR`2,0(x2)jR`3,0(x3) or jR`1,](x1)jR`2,](x2)jR`3,](x3), with at

least one of the jR`,] equal to jR`,∞. Moreover a]+(ξ3) stands for either a+(ξ3)⊗1 or 1⊗a+(ξ3) and likewise

for b∗,]1,+(ξ1) and c∗,]1,−(ξ2).
Therefore, proceeding as in Lemma 2.2, one deduces that if G ∈ L2, then∥∥{(HI(G)⊗ 1)Γ̌(jR)− Γ̌(jR)HI(G)

}
(N0 +N∞ + 1)−1∥∥ = o(R0), R→∞.

Similarly, if G ∈ Hµ, we obtain that∥∥{(HI(G)⊗ 1)Γ̌(jR)− Γ̌(jR)HI(G)
}
(N0 +N∞ + 1)−1∥∥ = O(R−µ), R→∞.

Putting together the previous estimates proves (2.10) and (2.12).
To prove (2.11) and (2.13), let χ̃ ∈ C∞0 (C) be an almost analytic extension of χ satisfying:

χ̃|R = χ, |∂z̄χ̃(z)| ≤ Cn|=(z)|n, n ∈ N.

Using the Helffer-Sjöstrand functional calculus, we have that(
χ(Hext)Γ̌(jR)− Γ̌(jR)χ(H)

)
χ′(H)∫

∂z̄χ̃(z)
(
(z −Hext)−1Γ̌(jR)− Γ̌(jR)(z −H)−1

)
χ′(H)dz ∧ dz̄.

Combining (2.10), (2.12) and Lemma 2.4, we obtain (2.11) and (2.13). �

In the case where the masses of the neutrinos mνe , mνµ , mντ vanish, the statement of Lemma 2.7 is
modified as follows.

Lemma 2.8. Suppose that the masses of the neutrinos mνe, mνµ, mντ vanish and consider the Hamil-

tonian (1.14) with HI given by (1.6). Assume that G ∈ L2. Let jR be defined as above. Then

(Hext + i)−1Γ̌(jR)− Γ̌(jR)(H + i)−1(Nneut + 1)−1 ∈ o(R0). (2.14)

If G ∈ Hµ with µ > 0, then

(Hext + i)−1Γ̌(jR)− Γ̌(jR)(H + i)−1(Nneut + 1)−1 ∈ O(R−min(1,µ)). (2.15)

In particular, for any χ, χ′ ∈ C∞0 (R) and µ ≥ 1, we have that(
χ(Hext)Γ̌(jR)− Γ̌(jR)χ(H)

)
χ′(H)(Nneut + 1)−1 ∈ O(R−1). (2.16)

Proof. It suffices to adapt the proof of Lemma 2.7, using Lemma 2.5. �
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3. Spectral theory

In this section, we do the spectral analysis of the Hamiltonian H. Section 3.1 is devoted to the case
where the masses of the neutrinos are supposed to be positive while Section 3.2 concerns the case where
the neutrinos are supposed to be massless. In both cases, we begin with recalling results giving the
existence of a ground state, next we study the structure of the essential spectrum by means of suitable
versions of Mourre’s conjugate operator method.

3.1. Massive neutrinos. In this section, we do the spectral analysis of H under the assumption that

mν = min(mνe ,mνµ ,mντ ) > 0.

3.1.1. Existence of a ground state and location of the essential spectrum. Recall the notation E = inf σ(H).
The next theorem shows, in particular, that H has a ground state, i.e., that E is an eigenvalue of H.

Theorem 3.1. Suppose that the masses of the neutrinos mνe, mνµ, mντ are positive and consider the

Hamiltonian (1.14) with HI given by (1.6). Assume that G ∈ L2. Then

σess(H) = [E +mν ,∞).
In particular, E is a discrete eigenvalue of H.

Proof. The fact that
σess(H) ⊂ [E +mν ,∞) (3.1)

is a consequence of (2.11) in Lemma 2.7. Indeed, if χ belongs to C∞0 ((−∞, E + mν)), using that the

operator Γ̌(jR) defined in the previous section is isometric (see Appendix B), we have that

χ(H) = Γ̌(jR)∗Γ̌(jR)χ(H) = Γ̌(jR)∗χ(Hext)Γ̌(jR) + o(R0), R→∞.

Since N∞ = 1⊗N commutes with Hext in H = H ext ⊗H ext, and since

Hext1[1,∞)(N∞) ≥ (E +mν)1[1,∞)(N∞),
this yields

χ(H) = Γ̌(jR)∗(1⊗ΠΩ)χ(Hext)Γ̌(jR) + o(R0) = Γ̌(jR)∗(1⊗ΠΩ)Γ̌(jR)χ(H) + o(R0), R→∞,
where ΠΩ denotes the projection onto the vacuum in H . The second equality in the previous equation
is another consequence of (2.11). The inclusion (3.1) then follows from the observation that the operator

Γ̌(jR)∗(1⊗ΠΩ)Γ̌(jR)χ(H) is compact (see e.g. [21] for a similar argument).
The converse inclusion can be proven by constructing a Weyl sequence associated to λ for any λ ∈

[E +mν ,∞) in the same way as in [21, Theorem 4.1] or [1, Theorem 4.3]. �

3.1.2. Spectral analysis for any value of the coupling constant. In this section, we study the structure of
the essential spectrum of H using Mourre’s conjugate operator theory [50, 3]. We begin by recalling the
main facts on which we will rely. We refer the reader to [3] for more details.

Given two self-adjoint operators A, B on a Hilbert space H , B is said to be of class Cn(A) if and only
if the map

s 7→ e−isA(B − z)−1eisAΦ,
is of class Cn(R) for all Φ ∈ H . One says that B satisfies a Mourre estimate with respect to A (with
compact remainder) on an interval [a, b] ⊂ R if there exist a positive constant c0 and a compact operator
K such that

1[a,b](B)[B, iA]1[a,b](B) ≥ c01[a,b](B) +K. (3.2)

If B ∈ C1(A) and B satisfies a Mourre estimate w.r.t. A on [a, b], then B has only finitely many
eigenvalues, with finite multiplicities, in [a, b]. If the Mourre estimate is strict (i.e. if K = 0 in (3.2)), then
B does not have eigenvalues in [a, b]. Moreover, one can prove that if B satisfies a Mourre estimate with
compact remainder on [a, b], then, on any interval [c, d] ⊂ [a, b] such that [c, d] ∩ σpp(B) = ∅, B satisfies
a strict Mourre estimate. If B ∈ C2(A) and satisfies the Mourre estimate (3.2), then B has no singular
continuous spectrum in [a, b], i.e. σsc(B) ∩ [a, b] = ∅. More precisely, one can prove that B satisfies a
limiting absorption principle in any interval [c, d] ⊂ [a, b] such that [c, d] ∩ σpp(B) = ∅. As for this last
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result, we mention that the condition B ∈ C2(A) can be weakened to “B ∈ C1,1(A)”, for instance. To
simplify the presentation, we will not use such a weaker notion of regularity in this paper.

Recall that the operators a(i),l, i = 1, 2, l = 1, 2, 3, and a(3) have been defined in (1.19)–(1.20). In
particular, the operators a(i),l are self-adjoint and their domains are given by D(a(i),l) = {h ∈ h1, a(i),lh ∈
h1}, where a(i),lh should be understood in the sense of distributions. Likewise, a(3) is self-adjoint with
domain D(a(3)) = {h ∈ h2, a(3)h ∈ h2}. Using the notation

dΓ(q) =
14∑
i=1

dΓ(qi)

as operators on H , with q = (q1, . . . , q14), q1, q2 operators on h2 and (q3, . . . , q14) operators on h1 (see
Appendix B for details regarding this notation and recall that the total Hilbert space H is the tensor
product of 2 symmetric Fock spaces for bosons and 12 anti-symmetric Fock spaces for fermions), we set

A := dΓ(a),
a := (a(3), a(3), a(1),1, a(1),1, a(2),1, a(2),1, a(1),2, a(1),2, a(2),2, a(2),2, a(1),3, a(1),3, a(2),3, a(2),3). (3.3)

Hence the following notations will be used: a1 = a(3), a2 = a(3), a3 = a(1),1, . . . , a14 = a(2),3.
Now, a direct computation gives

[H0, iA] = dΓ(|∇ω|2), (3.4)

in the sense of quadratic forms, with (see (1.12))

∇ω := (∇ω(3),∇ω(3),∇ω(1)
1 ,∇ω(1)

1 ,∇ω(2)
1 ,∇ω(2)

1 ,∇ω(1)
2 ,∇ω(1)

2 ,∇ω(2)
2 ,∇ω(2)

2 ,∇ω(1)
3 ,∇ω(1)

3 ,∇ω(2)
3 ,∇ω(2)

3 ).
Moreover, writing HI = HI(G), we have that

[HI(G), iA] = [H(1)
I (G) +H

(2)
I (G) +H

(3)
I (G) +H

(4)
I (G), iA], (3.5)

where

[H(1)
I (G), iA] =

2∑
i=1

iH(1)
I (iaiG)−

14∑
i=3

iH(1)
I (iaiG), (3.6)

[H(2)
I (G), iA] = −

14∑
i=1

iH(2)
I (iaiG), (3.7)

[H(3)
I (G), iA] = −

14∑
i∈{1,2,5,6,9,10,13,14}

iH(3)
I (iaiG) +

14∑
i∈{3,4,7,8,11,12}

iH(3)
I (iaiG), (3.8)

[H(4)
I (G), iA] = −

14∑
i∈{5,6,9,10,13,14}

iH(4)
I (iaiG) +

14∑
i∈{1,2,3,4,7,8,11,12}

iH(4)
I (iaiG). (3.9)

The main result of this section is Theorem 3.3 below, which proves that H satisfies a Mourre estimate
with respect to A in any interval that does not intersect the set of thresholds (see (3.12) below for the
definition of thresholds in our context). As recalled at the beginning of this section, in order to be able
to deduce useful spectral properties of H, in addition to the Mourre estimate, one needs to establish that
H is regular enough w.r.t. A. This is the purpose of the following lemma.

Recall that the notation “a(i),·G ∈ L2” has been introduce above the statement of Theorem 1.1.

Lemma 3.2. Suppose that the masses of the neutrinos mνe, mνµ, mντ are positive and consider the
Hamiltonian (1.14) with HI given by (1.6). Assume that

G ∈ L2, a(i),·G ∈ L2, i = 1, 2, 3. (3.10)

Then H is of class C1(A). If in addition

a(i),·a(i′),·G ∈ L2, i, i′ = 1, 2, 3, (3.11)

then H is of class C2(A).
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Proof. Proceeding as in [33, Section 4], using that D(H) = D(H0), it is not difficult to verify that, for all
s ∈ R, e−isAD(H) ⊂ D(H). In order to prove that H is of class C1(A) if (3.10) holds, it then suffices to
verify that [H, iA] extends to an H-bounded operator. From (3.4) and the fact that |∇ω|2 is bounded, it
follows that [H0, iA] is relatively N -bounded, and therefore relatively H0-bounded since the masses of all
the particles are positive. Moreover, it follows from Lemma 2.2 and (3.5)–(3.9) that [HI(G), iA] is also
H0-bounded under assumption (3.10).

Likewise, to prove that H is of class C2(A) if assumption (3.11) holds, it suffices to verify that the
second commutator [[H, iA], iA] extends to a relatively H-bounded operator. The result then follows from
computing [[H, iA], iA] in the same way as in (3.4)–(3.9) and using the same arguments as before. Details
are left to the reader. �

The set of thresholds is defined by

τ = σpp(H) +
{ 14∑
i=1

mini, ni ∈ N, (n1, . . . , n14) 6= (0, . . . , 0)
}
, (3.12)

where mi denotes the mass of the particle i (i.e. m1 = m2 = mW , m3 = m4 = me, m5 = m6 = mνe , etc).

Theorem 3.3. Suppose that the masses of the neutrinos mνe, mνµ, mντ are positive and consider the
Hamiltonian (1.14) with HI given by (1.6). Assume that (3.10) holds. Let λ ∈ R \ τ . There exists ε > 0,
c0 > 0 and a compact operator K such that

1[λ−ε,λ+ε](H)[H, iA]1[λ−ε,λ+ε](H) ≥ c01[λ−ε,λ+ε](H) +K. (3.13)

In particular, for all interval [λ1, λ2] such that [λ1, λ2] ∩ τ = ∅, H has at most finitely many eigenvalues
with finite multiplicities in [λ1, λ2] and, as a consequence, σpp(H) can accumulate only at τ , which is a
countable set.

If in addition (3.11) holds, then σsc(H) = ∅.

The proof of (3.13) uses arguments developed in [21] and [1] (see also [20]). In Theorem 3.7 below,
we will give a complete proof of an analogous Mourre estimate in the more difficult case where neutrinos
are supposed to be massless. It is not difficult to adapt the proof of Theorem 3.7 to obtain (3.13), under
the hypotheses of Theorem 3.3. We do not give the details. The fact that (3.13) implies that H has
at most finitely many eigenvalues with finite multiplicities in any compact interval disjoint from τ is a
consequence of Lemma 3.2 together with the abstract results of Mourre’s theory recalled at the beginning
of this section. The same holds for the absence of singular continuous spectrum assuming (3.11).

3.1.3. Spectral analysis for small coupling constant and regularized kernels. In this section, we improve the
results of Theorem 3.3 by imposing stronger conditions on the kernels and treating the coupling constant
g as a small parameter. The main idea consists in considering a different, non-self-adjoint conjugate
operator, in order to obtain a global Mourre estimate without compact remainder. Extensions of the
original Mourre’s theory [50] to settings with non-self-adjoint conjugate operators have been considered
by different authors (see, in particular, [44, 3, 34, 26, 6]). Yet a further extension, sometimes called
singular Mourre’s theory, concerns the case where the commutator of the Hamiltonian with the conjugate
operator is not relatively bounded w.r.t. the Hamiltonian itself (see [34, 35, 26]). Singular Mourre’s theory
will not be used in this section, but it will turn out to be an important tool in order to treat the situation
where neutrinos are supposed to be massless, see Section 3.2.

Before stating the results, we briefly recall the definitions and main elements that will be used in the
context of Mourre’s theory with a non-self-adjoint conjugate operator. For more details, we refer the
reader to [6, Appendix B] for a short presentation, and to [34] for a detailed and complete theory.

Let H be a self-adjoint operator on a Hilbert space H and let A be a closed and maximal symmetric
operator on H . Assuming that dim(Ker(A∗ − i)) = 0, it is known that A generates a semigroup of

isometries {Wt}t≥0. Let G := D(|H|
1
2 ) be equipped with the norm defined by ‖φ‖2G := ‖|H|

1
2φ‖2 + ‖φ‖2,

for all φ ∈ G , and let ‖φ‖2G ∗ := ‖(|H| + 1)−
1
2φ
∥∥2

. Observe that the dual space G ∗ of G identifies with
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the completion of H with respect to the norm ‖ · ‖G ∗ . In particular, H identifies with an element of
L (G ; G ∗). Suppose that, for all t > 0, Wt and W ∗t preserve G and that, for all φ ∈ G ,

sup
0<t<1

‖Wtφ‖G <∞, sup
0<t<1

‖W ∗t φ‖G <∞.

This condition implies, in particular, that the restriction of Wt to G is a C0-semigroup and that Wt

extends to a C0-semigroup on G ∗ which is denoted by the same symbol. One says that H is of class
C1(A;G;G∗) if there exists a positive constant c such that, for all 0 ≤ t ≤ 1,

‖WtH −HWt‖L (G ;G ∗) ≤ ct. (3.14)

In this case there is an operator H ′ ∈ L (G ; G ∗) such that, for all φ ∈ D(H),

lim
t→0+

1
t

(
〈φ,WtHφ〉 − 〈Hϕ,Wtφ〉

)
= 〈φ,H ′φ〉, (3.15)

and one can verify that, in a suitable sense, H ′ identifies with the quadratic form [H, iA]. One says
that H ∈ C2(A; G ; G ∗) if H belongs to C1(A; G ; G ∗) and H ′ belongs to C1(A; G ; G ∗). If H is of class
C1(A; G ; G ∗), one says that H satisfies a (strict) Mourre estimate on an open interval I if there exist
constants c0 > 0 and c ∈ R, such that, in the sense of quadratic forms on D(H),

H ′ ≥ c01− c(1− 1I(H))(1 +H2)
1
2 .

As in the setting of Section 3.1.2, if H is of class C1(A; G ; G ∗) and satisfies a strict Mourre estimate on an
interval I, then H does not have eigenvalues in I. If H is of class C2(A; G ; G ∗), then a limiting absorption
principle holds in any interval where H satisfies a strict Mourre estimate. In particular H does not have
singular continuous spectrum in such an interval.

Recall that the operators b(i),l, i = 1, 2, l = 1, 2, 3, acting on h1, and b(3) acting on h2 have been defined

in (1.21)–(1.22). In particular, the operators b(i),l with domains C∞0 (R3 \ {0})× {−1
2 ,

1
2} are symmetric,

and likewise b(3) with domain C∞0 (R3 \ {0})× {−1, 0, 1} is symmetric. Their closures are denoted by the
same symbols. Using the notations of Appendix B as before, we set

B := dΓ(b),
b := (b(3), b(3), b(1),1, b(1),1, b(2),1, b(2),1, b(1),2, b(1),2, b(2),2, b(2),2, b(1),3, b(1),3, b(2),3, b(2),3), (3.16)

(hence b1 = b(3), b2 = b(3), b3 = b(1),1, . . . , b14 = b(2),3.). Then dim(Ker(B∗ − i)) = 0, B generates a
C0-semigroup of isometries {Wt}t≥0 and a direct computation gives

[H0, iB] = N, (3.17)

in the sense of quadratic forms. Moreover, the commutators [H(j)
I (G), iB], j = 1, . . . , 4 are given by

(3.6)–(3.9) with bi instead of ai.

A straightforward modification of [6, Section 5.1] shows that Wt and W ∗t preserve D(|H|
1
2 ), and that

for all φ ∈ D(|H|
1
2 ),

sup
0<t<1

‖Wtφ‖
D(|H|

1
2 )
<∞, sup

0<t<1
‖W ∗t φ‖D(|H|

1
2 )
<∞. (3.18)

Before proving a Mourre estimate and deducing from it spectral properties of H, we must show, as in the
previous section, that H is regular enough with respect to the conjugate operator.

Lemma 3.4. Suppose that the masses of the neutrinos mνe, mνµ, mντ are positive and consider the
Hamiltonian (1.14) with HI given by (1.6). Assume that

G ∈ L2, b(i),·G ∈ L2, i = 1, 2, 3. (3.19)

Then H is of class C1(B; D(|H|
1
2 ); D(|H|

1
2 )∗). If in addition

b(i),·b(i′),·G ∈ L2, i, i′ = 1, 2, 3, (3.20)

then H is of class C2(B; D(|H|
1
2 ); D(|H|

1
2 )∗).
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Proof. Suppose that (3.19) holds. In order to verify that H is of class C1(B; D(|H|
1
2 ); D(|H|

1
2 )∗), since

(3.18) holds, it suffices to prove (see [34, Proposition 5.2]) that the quadratic form [H,B] defined on

D(|H|
1
2 )∩D(B) by 〈φ, [H,B]φ〉 = 〈φ,HBφ〉−〈B∗φ,Hφ〉 extends to an element of L (D(|H|

1
2 ); D(|H|

1
2 )∗).

By (3.17) and the fact that N is relatively H-bounded, it is clear that [H0, B] extends to an element of

L (D(|H|
1
2 ); D(|H|

1
2 )∗). That [HI , B] also extends to an element of L (D(|H|

1
2 ); D(|H|

1
2 )∗) follows from

the expression of the commutator (given by (3.6)–(3.9) with bi instead of ai, as mentioned above) together
with Lemma 2.2, which can be applied under the hypothesis (3.19).

To prove that H is of class C2(B; D(|H|
1
2 ); D(|H|

1
2 )∗) under the further assumption (3.20), it suffices

to verify similarly that [[H,B], B] extends to an element of L (D(|H|
1
2 ); D(|H|

1
2 )∗). But we have that

[[H0, B], B] = 0 and a similar computation as before shows that [[HI , B], B] extends to an element of

L (D(|H|
1
2 ); D(|H|

1
2 )∗) by Lemma 2.2. �

The next theorem establishes a global Mourre estimate for H, from which, using the regularity prop-
erties proven in the previous lemma, we can deduce the desired spectral properties of H.

Theorem 3.5. Consider the Hamiltonian (1.14) with HI given by (1.6) and assume that (3.19) holds.
There exist g0 > 0, c > 0 and d > 0 such that, for all values of the masses of the neutrinos mνe > 0,
mνµ > 0, mντ > 0,

[H, iB] ≥ c1− dΠΩ, (3.21)

where ΠΩ denotes the projection onto the vacuum in H . In particular, E = inf σ(H) is the only eigenvalue
of H, and E is non-degenerate. If, in addition, (3.20) holds, then the spectrum of H in [E + mν ,∞) is
purely absolutely continuous.

Proof. Recall that, in the sense of quadratic forms on D(B)∩D(H0) we have that [H0, iB] = N and that
[HI , iB] is relatively N -bounded by Lemma 2.2. Therefore there exists c1 > 0 and c2 > 0, which do not
depend on the masses of the neutrinos, such that

〈ψ, [HI , iB]ψ〉 ≤ c1〈ψ,Nψ〉+ c2‖ψ‖2.

This yields

[H, iB] = [H0, iB] + g[HI , iB] ≥ N − c1gN − c2g

≥ (1− c1g)(N + ΠΩ −ΠΩ)− c2g

≥ (1− c1g)1− (1− c1g)ΠΩ − c2g

≥ (1− (c1 + c2)g)1− (1− c1g)ΠΩ,

which proves (3.21).
The fact that (3.21) implies that H has at most one eigenvalue is a consequence of the virial theorem

(see Lemma 10 of [45]), which holds since H ∈ C1(B; D(|H|
1
2 ); D(|H|

1
2 )∗) by Lemma 3.4, together with

the fact that dim(Ran(ΠΩ)) = 1. See, e.g., [44, Lemma 10].
That the spectrum of H in [E + mν ,∞) is purely absolutely continuous if (3.20) is satisfied is a

consequence of the abstract results recalled at the beginning of this section together with the fact that

H ∈ C2(B; D(|H|
1
2 ); D(|H|

1
2 )∗), by Lemma 3.4. �

3.2. Massless neutrinos. In this section, we suppose that

mνe = mνµ = mντ = 0.

As in the previous section, we first recall suitable assumptions implying existence of a ground state for
H, next we study the structure of the essential spectrum using a suitable version of Mourre’s theory.

3.2.1. Existence of a ground state and location of the essential spectrum. We recall here, without proof,
a result due to [9, 5].
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Theorem 3.6. Suppose that the masses of the neutrinos mνe, mνµ, mντ vanish and consider the Hamil-

tonian (1.14) with HI given by (1.6). Assume that G ∈ L2 and that |p2|−1G ∈ L2. Then, there exists
g0 > 0 such that, for all |g| ≤ g0, H has a unique ground state, i.e., E = inf σ(H) is a non-degenerate
eigenvalue of H. Moreover,

σ(H) = σac(H) = [E,∞).
Let us mention that the conclusion of Theorem 3.6 does not exclude the presence of eigenvalues or

singular continuous spectrum in the interval [E,∞). Proving absence of embedded eigenvalues and of
singular continuous spectrum will be one of the main purposes of the next section. Theorem 3.6 is proven

in [9, 5] for H = H0 + g(H(1)
I + H

(2)
I ), but the proof goes through without any substantial modification

for the full Hamiltonian H = H0 + g(H(1)
I +H

(2)
I +H

(3)
I +H

(4)
I ).

3.2.2. Spectral analysis. Now, we turn to the study of the essential spectrum [E,∞) of H. Let us mention
that, in [5], it is proven that the spectrum of H in [E,me) is purely absolutely continuous (except for
the ground state energy, which is an eigenvalue as recalled in Theorem 3.6). This result is proven using
Mourre’s theory, with a conjugate operator given as the generator of dilatations“restricted to low-energies”.
The idea of employing such a conjugate operator originated in [33], see also [13]. The method of [33] is
particularly efficient in that it only requires that the kernels of the interaction Hamiltonian belong to
the domain of the generator of dilatations, which does not require much regularity of the kernels in the
low-energy regime. However, it is presently not known how to extend this approach to prove the absence
of singular continuous spectrum in the whole interval [E,∞) and not only in [E,me).

On the other hand, if one assumes that the kernels belong to the domain of the operator bi in (1.21)–
(1.22), one can proceed as in Section 3.1.3. The conjugate operator is still given by (3.16). Note that
b(2),l = a(2),l when the masses of the neutrinos vanish. As in Section 3.1.3, one verifies that B is the
generator of a C0-semigroup of isometries and that [H0, iB] = N . In particular, [H0, iB] is not relatively
H-bounded anymore and therefore one cannot apply the abstract setting recalled at the beginning of
Section 3.1.3. Nevertheless, one can use singular Mourre’s theory developed in [34] (see also [26]). Before
stating our results, we briefly explain the setting of this theory, focusing on the differences with that of
Section 3.1.3.

Let H be a complex Hilbert space and consider two self-adjoint operators H and M on H , with
M ≥ 0, and a symmetric operator R relatively H-bounded. We suppose that H ∈ C1(M) and that

[H, iM ] is relatively H-bounded. Let H ′ := M + R on D(M) ∩ D(H). We set G = D(M
1
2 ) ∩ D(|H|

1
2 ),

equipped with the norm defined by ‖φ‖2G := ‖M
1
2φ‖2H + ‖|H|

1
2φ‖2H + ‖φ‖2H , for all φ ∈ G . As in Section

3.1.3, letting ‖φ‖G ∗ := ‖(M + |H| + 1)−
1
2φ‖H , one verifies that G ∗ identifies with the completion of H

with respect to ‖ · ‖G ∗ . Hence H and M identify with elements of L (G ; G ∗). As in Section 3.1.3, the
conjugate operator A is supposed to be closed, maximal symmetric and such that dim Ker(A∗ − i) = 0.
The C0-semigroup of isometries generated by A is denoted by {Wt}t≥0 and we suppose that, for all φ ∈ G ,

sup
0<t<1

‖Wtφ‖G <∞, sup
0<t<1

‖W ∗t φ‖G <∞.

As before, H is said to belong to C1(A; G ; G ∗) if (3.14) holds. In this case there is an operator H ′ ∈
L (G ; G ∗) satisfying (3.15) and one requires that H ′ = M +R.

Given these conditions, assuming that H belongs to C1(A; G ; G ∗) (or to C2(A; G ; G ∗)) and that the
Mourre estimate holds, the conclusions concerning the spectrum of H are the same as in Section 3.1.3.
Therefore, choosing M = [H0, iB] = N and R = [HI , iB] and proceeding exactly as in the proofs of
Lemma 3.4 and Theorem 3.5, we obtain the following result.

Theorem 3.7. Suppose that the masses of the neutrinos mνe, mνµ, mντ vanish and consider the Hamil-
tonian (1.14) with HI given by (1.6). Assume that (3.19) holds. There exist g0 > 0, c > 0 and d > 0
such that,

[H, iB] ≥ c1− dΠΩ,

where ΠΩ denotes the projection onto the vacuum in H . In particular, H has at most one eigenvalue,
which is non-degenerate. If, in addition, (3.20) holds, then, except for the ground state energy E, the
spectrum of H in [E,∞) is purely absolutely continuous.
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Theorem 3.7 provides a complete description of the spectrum of H for small enough values of g and
under strong assumptions on the kernelsG. However, in view of applications to scattering theory in Section
5 – more precisely, in order to prove the propagation estimates in Section 4 that will be subsequently
used in Section 5 – the conjugate operator B chosen in Theorem 3.7 is too singular. The singularity here
comes from the presence of massive particles. Indeed, for massive particles, the operators bi are strongly

singular near the origin pi = 0 because of the factor (pi · ∇ω(i)
l (pi))−1 in the definitions (1.21)–(1.22).

For this reason, we need to prove a Mourre estimate with another conjugate operator, namely the
operator A defined in (3.3). Notice that this operator is not self-adjoint when neutrinos are supposed to
be massless, because in this case the operators a(2),l are not self-adjoint, only maximal symmetric. The

domains of the operators a(2),l are explicitly given as follows: let T : L2(R3 × {−1
2 ,

1
2}) → L2(R+) ⊗

L2(S2) ⊗ C2 be the unitary operator, going from cartesian coordinate to polar coordinate, defined by
(Tu)(r, θ, s) := ru(rθ, s). Then

D(a(2),l) = T−1(H1
0(R+)⊗ L2(S2)⊗ C2), a(2),l = T−1(i∂r)T, (3.22)

where H1
0(R+) is the usual Sobolev space with Dirichlet boundary condition at 0.

As in Section 3.1.3, one verifies that dim(Ker(A∗ − i)) = 0, and that A generates a C0-semigroup of

isometries {W̃t}t≥0 such that W̃t and W̃ ∗t preserve G := D(|H|
1
2 ) ∩D(N

1
2

neut). Moreover, for all φ ∈ G ,

sup
0<t<1

‖W̃tφ‖G <∞, sup
0<t<1

‖W̃ ∗t φ‖G <∞.

A direct computation gives

[H0, iA] = Nneut +
3∑
l=1

dΓ(|∇ω(1)
l (p1)|2) + dΓ(|∇ω(3)(p3)|2), (3.23)

in the sense of quadratic forms, where

dΓ(|∇ω(1)
l (p1)|2) =

∑
ε=±

∫
|∇ω(1)

l (p1)|2b∗l,ε(ξ1)bl,ε(ξ1)dξ1,

dΓ(|∇ω(3)(p3)|2) =
∑
ε=±

∫
|∇ω(3)(p3)|2a∗ε (ξ3)aε(ξ3)dξ3.

Moreover, the commutators [H(j)
I (G), iA], j = 1, . . . , 4, are given by (3.6)–(3.9). In particular, the com-

mutator [H, iA] is not relatively H-bounded. For this reason, we work in the setting of singular Mourre’s
theory.

The following lemma can be proven in the same way as Lemma 3.4.

Lemma 3.8. Suppose that the masses of the neutrinos mνe, mνµ, mντ vanish and consider the Hamil-

tonian (1.14) with HI given by (1.6). Assume that (3.10) holds. Then H is of class C1(A; G ; G ∗). If in
addition (3.11) holds, then H is of class C2(A; G ; G ∗).

Recall that the set of thresholds, τ , is defined in (3.12). We are now ready to prove the main result of
this section.

Theorem 3.9. Suppose that the masses of the neutrinos mνe, mνµ, mντ vanish and consider the Hamil-
tonian (1.14) with HI given by (1.6). Assume that

G ∈ L2, a(i),·G ∈ L2, |p3|−1a(i),·G ∈ L2, i = 1, 2, 3. (3.24)

There exists g0 > 0 such that, for all |g| ≤ g0 and λ ∈ R \ τ , there exist ε > 0, c0 > 0, d > 0 and a
compact operator K such that

[H, iA] ≥ c0(Nneut + 1)− d(1− 1[λ−ε,λ+ε](H))(1 +H2)
1
2 +K. (3.25)

In particular, for all interval [λ1, λ2] such that [λ1, λ2] ∩ τ = ∅, H has at most finitely many eigenvalues
with finite multiplicities in [λ1, λ2] and, as a consequence, σpp(H) can accumulate only at τ , which is a
countable set. If in addition

a(i),·a(i′),·G ∈ L2, i, i′ = 1, 2, 3, (3.26)
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then σsc(H) = ∅.

Remark 3.10. The following weaker version of the Mourre estimate,

[H, iA] ≥ c01− d(1− 1[λ−ε,λ+ε](H))(1 +H2)
1
2 +K,

would be sufficient for the conclusions of Theorem 3.9 to hold. But the Mourre estimate with the operator
Nneut in right-hand-side of (3.25) will be important in our proof of some propagation estimates in Section
4.

Proof of Theorem 3.9. In this proof, for any interval ∆, χ∆ will refer to a function in C∞0 (R) such that
∆ ⊂ supp (χ∆). For all λ ∈ R, we set

d(λ) = inf
{
µ ∈ R such that µ =

∑
l=1,2,3
ε=±

nl,ε∑
i=1
|∇ω(1)

l (p1,i,l,ε)|2 +
∑
ε=±

nε∑
i=1
|∇ω(3)(p3,i,ε)|2,

λ1 +
∑

l=1,2,3
ε=±

nl,ε∑
i=1

ω
(1)
l (p1,i,l,ε) +

∑
ε=±

nε∑
i=1

ω
(3)
l (p3,i,ε) = λ, λ1 ∈ σpp(H),

nl,ε, nε ∈ N and at least one of the nl,ε or nε is 6= 0, p1,i,l,ε, p3,i,ε ∈ R3
}
,

with the convention that inf ∅ = 0. The definition of d̃(λ) is the same, except that we do not impose the
restriction that at least one of the nl,ε or nε is 6= 0. One can then verify that d̃(λ) = d(λ), if λ /∈ σpp(H),
and d̃(λ) = 0 if λ ∈ σpp(H). We also introduce, for κ > 0,

∆κ
λ = [λ− κ, λ+ κ], dκ(λ) = inf

µ∈∆κ
λ

d(µ), d̃κ(λ) = inf
µ∈∆κ

λ

d̃(µ).

Recalling (3.23), we set

H ′0 := 1
2Nneut +

3∑
l=1

dΓ(|∇ω(1)
l (p1)|2) + dΓ(|∇ω(3)(p3)|2),

so that

[H0, iA] = 1
2Nneut +H ′0.

We also set H ′I := [HI , iA].
We follow the general strategy of the proof of [21, Theorem 4.3]. Let m1 := inf(me,mµ,mτ ,mW ) > 0.

We will prove by induction that the following properties hold for any n ∈ N∗.
H1(n) : Let ε > 0 and λ ∈ [E,E+nm1). There exist a constant c, a compact operator K0 and an interval

∆ containing λ such that

H ′0 + gH ′I ≥
(

min
(1
4 , d(λ)

)
− ε

)
1− c

(
1− χ∆(H)

)
(1 +H2)

1
2 +K0.

H2(n) : Let ε > 0 and λ ∈ [E,E + nm1). There exist a constant c and an interval ∆ containing λ such
that

H ′0 + gH ′I ≥
(

min
(1
4 , d̃(λ)

)
− ε

)
1− c

(
1− χ∆(H)

)
(1 +H2)

1
2 .

H3(n) : Let κ > 0, ε0 > 0 and ε > 0. There exist a constant c and δ > 0 such that, for all λ ∈
[E,E + nm1 − ε0], one has

H ′0 + gH ′I ≥
(

min
(1
4 , d̃

κ(λ)
)
− ε

)
1− c

(
1− χ∆δ

λ
(H)

)
(1 +H2)

1
2 .

S1(n) : τ is a closed countable set in [E,E + nm1].
S2(n) : for all λ1, λ2 such that λ1 < λ2 ≤ E + nm1 and [λ1, λ2] ∩ τ = ∅, H has finitely many eigenvalues,

with finite multiplicities, in [λ1, λ2].
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We claim that, for all n ∈ N∗,

S2(n− 1)⇒ S1(n) (3.27)

S1(n) and H3(n− 1)⇒ H1(n). (3.28)

H1(n)⇒ H2(n) (3.29)

H2(n)⇒ H3(n) (3.30)

H1(n)⇒ S2(n) (3.31)

By definition, τ ∩ [E,E + m1) = ∅ and hence S1(1) is obviously satisfied. We refer to [50, 3, 20] for the
proofs of (3.27), (3.29), (3.30) and (3.31). Note that (3.29) uses the compactness of K0 and finite rank
operator estimates, and that (3.31) is a consequence of the virial theorem. It remains to prove H1(1) and
(3.28).

Using that the commutators [H(j)
I (G), iA], j = 1, . . . , 4, are given by (3.6)–(3.9), a direct application

of the Nτ estimates of Glimm and Jaffe (see [38, Proposition 1.2.3(b)]) shows that there exist c1 > 0 and
c2 > 0 such that ∣∣〈Ψ, H ′IΨ〉∣∣ ≤ c1〈Ψ, H ′0Ψ〉+ c2‖Ψ‖2, (3.32)

for all Ψ ∈ D(H ′0). Here it should be noticed that |∇ω(3)(p3)|2 = p2
3(p2

3 + m2
W )−1. Hence, according to

[38, Proposition 1.2.3(b)], the constant c1 can be chosen to be proportional to ‖|p3|−1G‖2 + ‖G‖2, which
is finite by (3.24).

Recall that the operator Γ̌(jR) : H → H ext has been defined in Section 2.3 (see the paragraph after

the statement of Lemma 2.6 and see also Appendix B). Using that Γ̌(jR) is an isometry, we can write

H ′0 + gH ′I = Γ̌(jR)∗Γ̌(jR)(H ′0 + gH ′I)

= Γ̌(jR)∗(H ′0 ⊗ 1 + 1⊗H ′0 + gH ′I ⊗ 1 + RemR)Γ̌(jR),

with RemR(N0 +N∞ + 1)−1 = o(R0). The last equality can be proven in the same way as in the proofs
of Lemmas 2.7–2.8. We decompose

[H, iA] = Γ̌(jR)∗(H ′0 ⊗ 1 + 1⊗H ′0 + gH ′I ⊗ 1 + RemR)1{0}(Nneut,∞)Γ̌(jR)

+ Γ̌(jR)∗(H ′0 ⊗ 1 + 1⊗H ′0 + gH ′I ⊗ 1 + RemR)1[1,∞)(Nneut,∞)Γ̌(jR), (3.33)

and estimate the two terms separately. For the second one, we notice that

(1⊗H ′0)1[1,∞)(Nneut,∞) ≥ 1
2(1⊗Nneut,∞)1[1,∞)(Nneut,∞) ≥ 1

21[1,∞)(Nneut,∞). (3.34)

By (3.32), we have that

Γ̌(jR)∗(H ′0 ⊗ 1 + 1⊗H ′0 + gH ′I ⊗ 1 + RemR)1[1,∞)(Nneut,∞)Γ̌(jR)

≥ Γ̌(jR)∗((1− c1g)H ′0 ⊗ 1− c2g + 1⊗H ′0 + RemR)1[1,∞)(Nneut,∞)Γ̌(jR)

≥ Γ̌(jR)∗((1− c1g)H ′0 ⊗ 1− c2g + 1⊗H ′0
+ RemR(N0 +N∞ + 1)−1(N0 +N∞ + 1))1[1,∞)(Nneut,∞)Γ̌(jR)

≥ Γ̌(jR)∗((1− c1g)H ′0 ⊗ 1− c2g + 1⊗H ′0 + o(R0)(N0 +N∞ + 1))1[1,∞)(Nneut,∞)Γ̌(jR).

For g small enough and R large enough, since Nlept and NW are relatively H-bounded, this yields

Γ̌(jR)∗(H ′0 ⊗ 1 + 1⊗H ′0 + gH ′I ⊗ 1 + RemR)1[1,∞)(Nneut,∞)Γ̌(jR)

≥ Γ̌(jR)∗((1− c1g)H ′0 ⊗ 1− c2g + 1⊗H ′0 + o(R0)(Nneut,0 +Nneut,∞))1[1,∞)(Nneut,∞)Γ̌(jR)

+ o(R0)Γ̌(jR)∗1[1,∞)(Nneut,∞)Γ̌(jR)(1 +H2)
1
2

≥ 1
4Γ̌(jR)∗1[1,∞)(Nneut,∞)Γ̌(jR) + o(R0)Γ̌(jR)∗1[1,∞)(Nneut,∞)Γ̌(jR)(1 +H2)

1
2 . (3.35)

In the last inequality, we used (3.34) and the fact that H ′0 ≥ 0.
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Now, we consider the first term in (3.33). As in the proof of Theorem 3.1, we use the fact that, for all

bounded interval I and R > 0, Γ̌(jR)∗(1⊗ΠΩ)Γ̌(jR)χI(H) is compact. Thus, using that Nneut ≤ H ′0, that
H ′I is relatively (Nlept +NW )-bounded and that Nlept and NW are relatively H-bounded, we can write

Γ̌(jR)∗(H ′0 ⊗ 1 + 1⊗H ′0 + gH ′I ⊗ 1 + RemR)1{0}(Nneut,∞)1{0}(Nlept,∞ +NW,∞)Γ̌(jR)

= Γ̌(jR)∗(H ′0 ⊗ 1 + gH ′I ⊗ 1 + RemR)(1⊗ΠΩ))Γ̌(jR)

≥ Γ̌(jR)∗(H ′0 ⊗ 1 + gH ′I ⊗ 1 + o(R0)(Nneut ⊗ 1 +Nlept ⊗ 1 +NW ⊗ 1))(1⊗ΠΩ))Γ̌(jR)

≥ Γ̌(jR)∗((1 + o(R0))H ′0 ⊗ 1+ gH ′I ⊗ 1 + o(R0)(Nlept ⊗ 1 +NW ⊗ 1))(1⊗ΠΩ))Γ̌(jR)

≥ Γ̌(jR)∗(gH ′I ⊗ 1 + o(R0)(Nlept ⊗ 1 +NW ⊗ 1))(1⊗ΠΩ))Γ̌(jR)

≥ KR,I − c3Γ̌(jR)∗(1⊗ΠΩ)Γ̌(jR)(1− χI(H))(1 +H2)
1
2 , (3.36)

for any bounded interval I and R > 0 large enough, where KR,I is compact and c3 is a positive constant.
It remains to consider

Γ̌(jR)∗(H ′0 ⊗ 1 + 1⊗H ′0 + gH ′I ⊗ 1 + RemR)1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)

≥ Γ̌(jR)∗(H ′0 ⊗ 1 + gH ′I ⊗ 1 + o(R0)(N0 +N∞ + 1))1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR).

Here we used that 1⊗H ′0 ≥ 0. We introduce 1 = χI(H)+(1−χI(H)) on the right. Using that H ′0⊗1 ≥ 0,
we can write

Γ̌(jR)∗(H ′0 ⊗ 1 + 1⊗H ′0 + gH ′I ⊗ 1 + RemR)1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)

≥ Γ̌(jR)∗((1− o(R0))(H ′0 + gH ′I)⊗ 1)1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χI(H)

+ Γ̌(jR)∗(o(R0)gH ′I ⊗ 1 + o(R0)(N0 +N∞ + 1))1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χI(H)

+ Γ̌(jR)∗(H ′0 ⊗ 1 + gH ′I ⊗ 1 + o(R0)(N0 +N∞ + 1))

1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)(1− χI(H)).

Hence, using again that H ′I is relatively (Nlept + NW )-bounded and that Nlept and NW are relatively
H-bounded, we obtain that

Γ̌(jR)∗(H ′0 ⊗ 1 + 1⊗H ′0 + gH ′I ⊗ 1 + RemR)1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)

≥ Γ̌(jR)∗((1− o(R0))(H ′0 + gH ′I)⊗ 1)1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χI(H)

+ o(R0)Γ̌(jR)∗1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χI(H)

− c4Γ̌(jR)∗1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)(1− χI(H))(1 +H2)
1
2 , (3.37)

for any bounded interval I and R > 0, where c4 is a positive constant.
Now, we can prove H1(1) and (3.28). To prove H1(1), let ε > 0, λ ∈ [E,E + m1) and ∆ be an

interval containing λ and supported in [E,E + m1). The function χ∆ ∈ C∞0 (R) is chosen such that
supp(χ∆) ⊂ (−∞, E+m1) and we consider in addition χ̃∆ ∈ C∞0 (R) such that supp(χ̃∆) ⊂ (−∞, E+m1)
and χ̃∆χ∆ = χ∆. Then, using that H ′0 ≥ 0, the fact that H ′I is (Nlept + NW )-bounded as before, and
Lemma 2.8, the first term in the right-hand-side of (3.37) (with I = ∆) can be estimated, for R large
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enough, in the following way:

Γ̌(jR)∗((1− o(R0))(H ′0 + gH ′I)⊗ 1)1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χ∆(H)

≥ Γ̌(jR)∗((1− o(R0))H ′0 ⊗ 1)1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χ∆(H)

− c5Γ̌(jR)∗1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χ∆(H)

≥ Γ̌(jR)∗((1− o(R0))H ′0 ⊗ 1)1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χ∆(H)

− c5Γ̌(jR)∗1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)χ̃∆(Hext)Γ̌(jR)χ∆(H)

≥ −c5Γ̌(jR)∗1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)χ̃∆(Hext)Γ̌(jR)χ∆(H)
= 0. (3.38)

The last equality comes from the fact that Hext = H ⊗1+1⊗H0 ≥ E+m1 on the range of the operator
1[1,∞)(Nlept,∞ + NW,∞), and hence that χ̃∆(Hext)1[1,∞)(Nlept,∞ + NW,∞) = 0, since χ̃∆ is supported in
(−∞, E +m1). Since d(λ) = 0 for λ ∈ (−∞, E +m1), fixing R large enough, I = ∆ in (3.36) and (3.37),
and combining Equations (3.33)–(3.38), we obtain H1(1).

To prove (3.28), let ε > 0 and λ ∈ [E,E + nm1). We go back to (3.37), with I = ∆δ
µ, and consider

again the first term in the right-hand-side. By S1(n), τ , where d vanishes, is a closed countable set in
[E,E + nm1], which implies that there exists κ such that τ ∩ ∆κ

λ 6= ∅ and then d(λ) = supκ>0 d
κ(λ).

Hence there exists κ > 0 such that dκ(λ) > d(λ) − ε/3. Let ε0 > 0 be such that λ ∈ [E,E + nm1 − ε0].
By H3(n− 1), we know that there exist c6 ∈ R and δ > 0 such that

H ′0 + gH ′I ≥ (min(1
4 , d̃

κ(µ))− ε

3)1− c6(1− χ̃∆δ
µ
(H))(1 +H2)

1
2 , (3.39)

for all µ ∈ [E,E + (n − 1)m1 − ε0]. Here χ̃∆δ
λ

is chosen such that χ̃∆δ
λ
χ∆δ

λ
= χ̃∆δ

λ
, where χ∆δ

λ
is the

function appearing in (3.37). We begin by estimating the first term in the right-hand-side of (3.37) as

Γ̌(jR)∗((1− o(R0))(H ′0 + gH ′I)⊗ 1)1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χ∆δ
λ
(H)

≥ Γ̌(jR)∗((1− o(R0))(min(1
4 , d̃

κ(µ))− ε

3)1⊗ 1)1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χ∆δ
λ
(H)

− c6Γ̌(jR)∗((1− o(R0))((1− χ̃∆δ
µ
(H))(1 +H2)

1
2 ⊗ 1)1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χ∆δ

λ
(H).

On the range of 1[1,∞)(Nlept,∞ + NW,∞), we have that 1 ⊗ H0 ≥ m1. Therefore, by (3.39) and the
functional calculus, with µ = λ− 1⊗H0, we obtain that

(1− o(R0))Γ̌(jR)∗(min(1
4 , d̃

κ(λ− 1⊗H0))− ε

3)1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χ∆δ
λ
(H)

= (1− o(R0))Γ̌(jR)∗(min(1
4 , d

κ(λ))− ε

3)1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χ∆δ
λ
(H)

≥ (1− o(R0))(min(1
4 , d(λ))− 2ε

3 )Γ̌(jR)∗1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χ∆δ
λ
(H)

≥ (min(1
4 , d(λ))− ε)Γ̌(jR)∗1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χ∆δ

λ
(H), (3.40)

where the equality comes from the definitions of d̃κ and dκ and the fact that d̃κ(λ− 1⊗H0) acts on the
range of 1[1,∞)(Nlept,∞+NW,∞). Moreover, let ˜̃χ∆δ

λ
∈ C∞0 (R) be such that ˜̃χ∆δ

λ
χ∆δ

λ
= χ∆δ

λ
. Using Lemma

2.7, we write

c6Γ̌(jR)∗((1− o(R0))((1− χ̃∆δ
µ
(H))(1 +H2)

1
2 ⊗ 1)

1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)Γ̌(jR)χ∆δ
λ
(H) ˜̃χ∆δ

λ
(H)

= c6((1− o(R0))Γ̌(jR)∗1{0}(Nneut,∞)1[1,∞)(Nlept,∞ +NW,∞)

(((1− χ̃∆δ
µ
(H))(1 +H2)

1
2 ⊗ 1)χ∆δ

λ
(Hext)Γ̌(jR) ˜̃χ∆δ

λ
(H) + o(R0)

= o(R0). (3.41)
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The last equality comes from µ = λ − 1 ⊗H0 and χ̃∆δ
λ
χ∆δ

λ
= χ̃∆δ

λ
. Fixing R large enough and I = ∆δ

λ,

Equations (3.33), (3.35), (3.36), (3.37), (3.40) and (3.41) prove (3.28). This concludes the proof of (3.25).
The fact that σsc(H) = ∅ if (3.26) holds follows from Lemma 3.8 and the abstract results recalled

above. �

4. Propagation estimates

In this section, we use the method of propagation observables that was developed in N -body scattering
theory (see e.g. [56, 43, 39, 18, 20] and references therein). This method was adapted to the context of
Pauli-Fierz or P (ϕ)2 Hamiltonians in several papers (see, in particular, [21, 22, 30, 31, 1, 32, 12, 24]).
In the case where all particles are massive, the propagation estimates that we prove in this section are
straightforwardly adapted from [39, 21]. In the case where neutrinos are supposed to be massless, however,
the propagation estimates have to be substantially modified. The main idea consists in replacing the usual
one-particle position operator by a suitably modified, time-dependent one-particle “position” operator. A
related trick was used in [24] for Pauli-Fierz Hamiltonians, but the details of the analysis here are different,
in particular because we rely heavily on the Mourre estimate proven in Theorem 3.9.

The basic approach that we follow to prove our propagation estimates is the following: let H be a self-
adjoint operator on a Hilbert space H and let Φ(t) be a time-dependent family of self-adjoint operators.
Suppose that for some u ∈ H,〈

e−itHu,Φ(t)e−itHu
〉
≤ Cu, uniformly in t ≥ 1,

and that one of the following to conditions holds,

∂t
〈
e−itHu,Φ(t)e−itHu

〉
≥
〈
e−itHu,Ψ(t)e−itHu

〉
−

n∑
j=1

〈
e−itHu,B∗j (t)Bj(t)e−itHu

〉
, (4.1)

∂t
〈
e−itHu,Φ(t)e−itHu

〉
≤ −

〈
e−itHu,Ψ(t)e−itHu

〉
+

n∑
j=1

〈
e−itHu,B∗j (t)Bj(t)e−itHu

〉
, (4.2)

where Ψ(t) are positive operators and Bi(t) are families of time-dependent operators such that∫ ∞
1

∥∥Bi(t)e−itHu
∥∥2
dt ≤ Cu. (4.3)

Then, integrating with respect to t, one obtains that∫ ∞
1

〈
e−itHu,Ψ(t)e−itHu

〉
dt . Cu, (4.4)

which is sometimes called a weak propagation estimate for the family of observables Ψ(t). Observe that
the left-hand-sides of (4.1)–(4.2) can be rewritten as〈

e−itHu,DΦ(t)e−itHu
〉
,

where D stands for the Heisenberg derivative DΦ(t) = ∂tΦ(t) + [H, iΦ(t)]. Therefore, to prove the
propagation observable (4.4), it suffices to find a family of operators Φ(t) whose Heisenberg derivative
“dominates” Ψ(t), in the sense that DΦ(t) ≥ Ψ(t) or DΦ(t) ≤ −Ψ(t), up to remainder terms that are
integrable in the sense of (4.3). The strategy usually consists in comparing the time derivative ∂tΦ(t)
and the commutator [H, iΦ(t)], possibly by means of a “commutator expansion” of [H, iΦ(t)]. We refer
the reader to e.g. [20] for details on the method of propagation observables, see also [24, Section 2] for a
description of the method of propagation observables for Pauli-Fierz Hamiltonians, closely related to the
approach that we will follow here.

It is useful to introduce the following notations

d(i)
0l b(t) = ∂b

∂t
(t) + [ω(i)

l (pi), ib(t)], i = 1, 2, d(3)
0 b(t) = ∂b

∂t
(t) + [ω(3)(pi), ib(t)],

if b(t) is a family of operators, acting on h1 if i = 1, 2, or acting on h2 if i = 3. Likewise, we set

D0B(t) = ∂B

∂t
(t) + [H0, iB(t)], DB(t) = ∂B

∂t
(t) + [H, iB(t)],
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if B(t) is a family of operators acting on H . Note that if B(t) = (b1(t), . . . , b14(t)), with the notations of
Appendix B (remembering that the total Hilbert space H is the tensor product of 14 Fock spaces), then,
as functions of t,

D0dΓ(B) =: dΓ(d0b) := dΓ(d0,1b1, . . . ,d0,14b14)

:= dΓ
(
d(3)

0 b1,d(3)
0 b2,d(1)

01 b3,d
(1)
01 b4,d

(2)
01 b5,d

(2)
01 b6,d

(1)
02 b7,

d(1)
02 b8,d

(2)
02 b9,d

(2)
02 b10,d(1)

03 b11,d(1)
03 b12,d(2)

01 b13,d(2)
01 b14

)
.

In the remainder of this section, we prove the propagation estimates that will be used in Section 5. We
begin with the case where the masses of the neutrinos are supposed to be positive in Section 4.1, next we
turn to the much more difficult case where neutrinos are supposed to be massless (Section 4.2).

4.1. Massive neutrinos. As mentioned before, the proofs of the propagation estimates of this section
are almost straightforward adaptations of the ones in [21, 22]. We state the results and emphasize the
differences with [21, 22] but the details of the proofs are left to the reader.

To shorten expressions below, we set xi = (x(1)
i , x

(2)
i , x

(3)
i ) = i∇, i = 1, . . . , 14, and, forR = (R1, . . . , R14)

and R′ = (R′1, . . . , R′14),

1[R,R′](|x|) =
(
1[R1,R′1](|x1|), . . . ,1[R14,R′14](|x14|)

)
=
(
1[R1,R′1](

√
−∆), . . . ,1[R14,R′14](

√
−∆)

)
, (4.5)

and likewise for other functions of x. The operators dΓ(1[R,R′](|x|)), Γ(1[R,R′](|x|)) are then defined, as
in the previous sections, following the conventions of Appendix B. We also set

ω := (ω(3), ω(3), ω
(1)
1 , ω

(1)
1 , ω

(2)
1 , ω

(2)
1 , ω

(1)
2 , ω

(1)
2 , ω

(2)
2 , ω

(2)
2 , ω

(1)
3 , ω

(1)
3 , ω

(2)
3 , ω

(2)
3 ). (4.6)

Recall that, for i = 1, 2, the notation “a(i),·G ∈ L2” means that, for all j, l and ε, a(i),lG
(j)
l,ε is square

integrable, and that “a(3),·G ∈ L2” means that for all j, l and ε, a(3)G
(j)
l,ε is square integrable.

Theorem 4.1. Suppose that the masses of the neutrinos mνe, mνµ, mντ are positive and consider the
Hamiltonian (1.14) with HI given by (1.6). Assume that

G ∈ L2, a(i),·G ∈ L2, i = 1, 2, 3.

and that

G ∈ H1+µ for some µ > 0.
(i) Let χ ∈ C∞0 (R), R = (R1, . . . , R14) and R′ = (R′1, . . . , R′14) be such that R′i > Ri > 1. There exists

C > 0 such that, for all u ∈H ,∫ ∞
1

∥∥∥dΓ
(
1[R,R′]

( |x|
t

)) 1
2
χ(H)e−itHu

∥∥∥2dt

t
≤ C‖u‖2.

(ii) Let 0 < v0 < v1 and χ ∈ C∞0 (R). There exists C > 0 such that, for all ` ∈ {1, 2, 3} and u ∈H ,∫ ∞
1

∥∥∥dΓ
(〈(x

t
−∇ω

)
,1[v0,v1](

x

t
)
(x
t
−∇ω

)〉) 1
2
χ(H)e−itHu

∥∥∥2dt

t
≤ C‖u‖2.

(iii) Let 0 < v0 < v1, J ∈ C∞0 ({x ∈ R3, v0 < |x| < v1}) and χ ∈ C∞0 (R). There exists C > 0 such that,
for all ` ∈ {1, 2, 3} and u ∈H ,∫ ∞

1

∥∥∥dΓ
(∣∣∣J(x

t

)(x(`)

t
− ∂(`)ω

)
+ h.c

∣∣∣) 1
2
χ(H)e−itHu

∥∥∥2dt

t
≤ C‖u‖2.

(iv) Let χ ∈ C∞0 (R) be supported in R\(τ ∪ σpp(H)). There exists ε > 0 and C > 0 such that, for all
u ∈H , ∫ ∞

1

∥∥∥Γ(1[0,ε]
( |x|
t

))
χ(H)e−itHu

∥∥∥2dt

t
≤ C‖u‖2.
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Proof. We give a sketch of the proof of (i), underlying the differences with [21]. The proofs of (ii)–(iv)
can be achieved by similar arguments, adapting [21, Section 6] in a straightforward way.

By definition of the operator dΓ, we have that∫ ∞
1

∥∥∥dΓ
(
1[R,R′]

( |x|
t

)) 1
2
χ(H)e−itHu

∥∥∥2dt

t
=
∫ ∞

1

∥∥∥ 14∑
i=1

dΓi
(
1[Ri,R′i]

(√−∆
t

)) 1
2
χ(H)e−itHu

∥∥∥2dt

t

.
14∑
i=1

∫ ∞
1

∥∥∥dΓi
(
1[Ri,R′i]

(√−∆
t

)) 1
2
χ(H)e−itHu

∥∥∥2dt

t
, (4.7)

where we have set

dΓi(B) = 1⊗ · · · ⊗ 1︸ ︷︷ ︸
i−1

⊗ dΓ(B)⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
14−i

. (4.8)

Next we proceed as in [21, 1]. Let F ∈ C∞(R) be equal to 1 near ∞, to 0 on a compact set near the
origin, and such that F ′(s) ≥ 1[Ri,R′i](s). We define in addition

Φ(t) = χ(H)dΓi
(
F
( |xi|
t

))
χ(H), b(t) = d0,iF

( |xi|
t

)
.

A direct computation then shows that

DΦ(t) = χ(H)b(t)χ(H) + χ(H) i
[
HI ,dΓi

(
F
( |xi|
t

))]
χ(H).

Using pseudo-differential calculus (or a commutator expansion at second order, see, e.g., [20]) gives

b(t) ≤ −C0
t

1[Ri,R′i](t) +O(t−2).

Besides, since Fi vanishes near 0 and since G ∈ H1+µ, we have that∥∥∥Fi( |xi|
t

)
G
∥∥∥

2
= O(t−1−µ).

Therefore one can deduce from Lemma 2.2 together with the fact that N is relatively H-bounded that

χ(H)
[
HI ,dΓi

(
F
( |xi|
t

))]
χ(H) = O(t−1−µ).

Hence the condition (4.1) is satisfied and it suffices to apply the abstract method recalled at the beginning
of Section 4. �

4.2. Massless neutrinos. In this section we prove the counterpart of Theorem 4.1 in the case where
the masses of the neutrinos vanish. As mentioned at the beginning of Section 4, for massless neutrinos
we cannot directly adapt [21, 22], hence some parts of the proof require substantial modifications. A first
issue comes from the fact that, in order to control remainder terms in some commutator expansions, one

needs to control the second quantization of expressions of the form [i∇p2 , [i∇p2 , ω
(2)
l (p2)]], where ω

(2)
l are

the dispersion relations of neutrinos. In the massive case, such commutators are bounded. Their second
quantizations are therefore relatively N -bounded and, hence, relatively H-bounded. In the massless case,

however, [i∇p2 , [i∇p2 , ω
(2)
l (p2)]] is of order O(|p2|−1) near 0. To overcome this difficulty, the idea is to

show that 〈e−itHu,dΓ(|p2|−1)e−itHu〉 . tγ for some γ < 1 and for suitable states u ∈ H . This idea was
used in [12, 24, 25] for Pauli-Fierz Hamiltonians, modifying an argument of [36]. In Lemma 4.2, we adapt
[12, 24, 25] to our context.

A second issue that has to be dealt with, in the massless case, to prove a suitable minimal velocity
estimate, is that we have to use the Mourre estimate stated in Theorem 3.9, with a positive term propor-
tional to the number operator Nneut. This is again required in order to be able to control some remainder
terms. Some care must also be taken because of the fact that the considered conjugate operator (see (3.3))
is not self-adjoint. Propagation estimates analogous to those of Theorem 4.1 are established in Theorem
4.3. An important difference with the massive case is that the propagation estimates hold only for states
in a dense subset of the total Hilbert space.
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In Theorem 4.4, we prove a second version of propagation estimates involving a time-dependent mod-
ified one-particle “position” operator. Theorem 4.4 will be a crucial input in our proof of asymptotic
completeness of the wave operators in Section 5.

For shortness, we set dΓ(|p2|−α) = dΓ(hα) where hα = (hα1 , . . . , hα14), according to the notations of
Appendix B, with hαi = 0 if i ∈ {1, 2, 3, 4, 7, 8, 11, 12} (corresponding to the label of a massive particle),
and hαi is the operator of multiplication by |p2|−α if i ∈ {5, 6, 9, 10, 13, 14} (corresponding to the label
of a neutrino). The first part of the following lemma (see (4.9)) is adapted from [12, Lemma 4.1]. For
technical reasons, that will appear in the proofs of Theorems 4.3 and 4.4 below, we also need a new,
related estimate, see (4.10).

Lemma 4.2. Suppose that the masses of the neutrinos mνe, mνµ, mντ vanish and consider the Hamil-
tonian (1.14) with HI given by (1.6). Let 0 ≤ α ≤ 1 and assume that

G ∈ L2, |p2|−1−µG ∈ L2 for some µ > 0.

Let χ ∈ C∞0 (R). There exists C > 0 such that, for all u ∈ D(dΓ(|p2|−α)
1
2 ),〈

e−itHχ(H)u,dΓ(|p2|−α)e−itHχ(H)u
〉
≤ Ct

α
1+µ
(
‖dΓ(|p2|−α)

1
2u‖2 + ‖N

1
2

neutu‖2 + ‖u‖2
)
, (4.9)

and for all u ∈ D(dΓ(|p2|−α)),∥∥∥dΓ(|p2|−α)e−itHχ(H)u
∥∥∥ ≤ Ct

α
1+µ
(
‖dΓ(|p2|−α)u‖+ ‖Nneutu‖+ ‖u‖

)
. (4.10)

Proof. To prove (4.9), we consider a function f0 ∈ C∞([0,∞);R) such that f0 is decreasing, f0(r) = 1 on
[0, 1] and f0(r) = 0 on [2,∞). Let f∞ = 1− f . For ν > 0, we decompose

dΓ(|p2|−α) = dΓ
(
|p2|−αf0(tν |p2|)

)
+ dΓ

(
|p2|−αf∞(tν |p2|)

)
, (4.11)

and insert this into the left-hand-side of (4.9). Since f∞ is supported in [1,∞), the second term can be
estimated as〈

e−itHχ(H)u,dΓ
(
|p2|−αf∞(tν |p2|)

)
e−itHχ(H)u

〉
≤ tαν

〈
e−itHχ(H)u,dΓ

(
f∞(tν |p2|)

)
e−itHχ(H)u

〉
≤ tαν

〈
e−itHχ(H)u,Nneute

−itHχ(H)u
〉

. tαν
(
‖N

1
2

neutu‖2 + ‖u‖2
)
. (4.12)

The second equality comes from the facts that Nneut−Nlept commutes with H and that Nlept is relatively
H-bounded. To estimate the evolution of the first term in (4.11), we differentiate

∂t
〈
e−itHχ(H)u,dΓ

(
|p2|−αf0(tν |p2|)

)
e−itHχ(H)u

〉
= νtν−1

〈
e−itHχ(H)u,dΓ

(
|p2|1−αf ′0(tν |p2|)

)
e−itHχ(H)u

〉
+
〈
e−itHχ(H)u,

[
H, idΓ

(
|p2|−αf0(tν |p2|)

)]
e−itHχ(H)u

〉
.

Since f ′0 ≤ 0 and since H0 commutes with dΓ
(
|p2|−αf0(tν |p2|)

)
, this implies that

∂t
〈
e−itHχ(H)u,dΓ

(
|p2|−αf0(tν |p2|)

)
e−itHχ(H)u

〉
≤
〈
e−itHχ(H)u,

[
HI(G), idΓ

(
|p2|−αf0(tν |p2|)

)]
e−itHχ(H)u

〉
. (4.13)

Similarly as in (2.5)–(2.8), a direct computation gives[
H

(1)
I (G), idΓ

(
|p2|−αf0(tν |p2|)

)]
= −H(1)

I (i|p2|−αf0(tν |p2|)G),[
H

(2)
I (G), idΓ

(
|p2|−αf0(tν |p2|)

)]
= −H(2)

I (i|p2|−αf0(tν |p2|)G),[
H

(3)
I (G), idΓ

(
|p2|−αf0(tν |p2|)

)]
= H

(3)
I (i|p2|−αf0(tν |p2|)G),[

H
(4)
I (G), idΓ

(
|p2|−αf0(tν |p2|)

)]
= H

(4)
I (i|p2|−αf0(tν |p2|)G).
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By Lemma 2.2, the support of f0 and the assumption that |p2|−1−µG ∈ L2, we obtain that∥∥[HI(G), idΓ
(
|p2|−αf0(tν |p2|)

)]
(Nlept +NW + 1)−1∥∥ . ‖(1 + |p2|−αf0(tν |p2|))G‖2

. ‖(1 + |p2|1+µ−αf0(tν |p2|)|p2|−1−µ)G‖2

. t−(1+µ−α)ν‖(1 + |p2|−(1+µ))G‖2. (4.14)

Since Nlept +NW is relatively H-bounded, integrating (4.13) shows that〈
e−itHχ(H)u,dΓ

(
|p2|−αf0(tν |p2|)

)
e−itHχ(H)u

〉
. t1−(1+µ−α)ν(‖dΓ(|p2|−α)

1
2u‖2 + ‖u‖2

)
. (4.15)

Equations (4.12) and (4.15) yield〈
e−itHχ(H)u,dΓ

(
|p2|−α

)
e−itHχ(H)u

〉
. max(t1−(1+µ−α)ν , tαν)

(
‖dΓ(|p2|−1)

1
2u‖2 + ‖N

1
2

neutu‖2 + ‖u‖2
)
.

Choosing ν = (1 + µ)−1 concludes the proof of (4.9).
To establish (4.10), we modify the proof as follows. On one hand, we have that∥∥∥dΓ

(
|p2|−αf∞(tν |p2|)

)
e−itHχ(H)u

∥∥∥ ≤ t−να∥∥∥Nneute
−itHχ(H)u

∥∥∥ . t−να(∥∥Nneutu
∥∥+ ‖u‖

)
, (4.16)

and on the other hand∥∥∥dΓ
(
|p2|−αf0(tν |p2|)

)
e−itHχ(H)u

∥∥∥
=
∥∥∥eitHdΓ

(
|p2|−αf0(tν |p2|)

)
e−itHχ(H)u

∥∥∥
≤
∥∥∥dΓ

(
|p2|−αf0(|p2|)

)
e−iHχ(H)u

∥∥∥+
∫ t

1

∥∥∥eisH
[
dΓ
(
|p2|−αf0(sν |p2|)

)
, iH

]
e−isHχ(H)u

∥∥∥ds
.
∥∥dΓ

(
|p2|−α

)
u
∥∥+ ‖u‖+

∫ t

1
s−(1+µ−α)ν∥∥(1 + |p2|−(1+µ))G

∥∥
2‖u‖ds, (4.17)

where we used (4.14) and the fact that Nlept +NW is relatively H-bounded in the last inequality. Com-
bining (4.16) and (4.17), we deduce (4.10) similarly as above. �

Now we are ready to prove a first version of the propagation estimates in the massless case. The general
strategy is the same as in Theorem 4.1, with some important technical modifications. In particular, we
have to use Lemma 4.2, the particular form of the Mourre estimate stated in Theorem 3.9 and the fact
that Nlept −Nneut commutes with H.

Recall that the notation 1[R,R′](|x|) has been introduced in (4.5).

Theorem 4.3. Suppose that the masses of the neutrinos mνe, mνµ, mντ vanish and consider the Hamil-

tonian H = H0 + g(H(1)
I +H

(2)
I ) with H

(1)
I and H

(2)
I given by (1.6). Assume that

G ∈ L2, a(i),·G ∈ L2, |p3|−1a(i),·G ∈ L2, i = 1, 2, 3,
and that

G ∈ H1+µ for some µ > 0.
(i) Let χ ∈ C∞0 (R), R = (R1, . . . , R14) and R′ = (R′1, . . . , R′14) be such that R′i > Ri > 1. There exists

C > 0 such that, for all u ∈ D(N
1
2

neut) ∩D(dΓ(|p2|−1)
1
2 ),∫ ∞

1

∥∥∥dΓ
(
1[R,R′]

( |x|
t

)) 1
2
χ(H)e−itHu

∥∥∥2dt

t
≤ C

(
‖N

1
2

neutu‖2 + ‖dΓ(|p2|−1)
1
2u‖2 + ‖u‖2

)
.

(ii) Let 0 < v0 < v1 and χ ∈ C∞0 (R). There exists C > 0 such that, for all u ∈ D(N
1
2

neut) ∩
D(dΓ(|p2|−1)

1
2 ),∫ ∞

1

∥∥∥dΓ
(〈(x

t
−∇ω

)
,1[v0,v1](

x

t
)
(x
t
−∇ω

)〉) 1
2
χ(H)e−itHu

∥∥∥2dt

t

≤ C
(
‖N

1
2

neutu‖2 + ‖dΓ(|p2|−1)
1
2u‖2 + ‖u‖2

)
.
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(iii) Let 0 < v0 < v1, J ∈ C∞0 ({x ∈ R3, v0 < |x| < v1}) and χ ∈ C∞0 (R). There exists C > 0 such that,

for all ` ∈ {1, 2, 3} and u ∈ D(N
1
2

neut) ∩D(dΓ(|p2|−1)
1
2 ),∫ ∞

1

∥∥∥dΓ
(∣∣∣J(x

t

)(x(`)

t
− ∂(`)ω

)
+ h.c

∣∣∣) 1
2
χ(H)e−itHu

∥∥∥2dt

t

≤ C
(
‖N

1
2

neutu‖2 + ‖dΓ(|p2|−1)
1
2u‖2 + ‖u‖2

)
.

(iv) There exists g0 > 0 such that, for all |g| ≤ g0, the following holds: let χ ∈ C∞0 (R) be supported in
R\(τ ∪ σpp(H)). There exist δ > 0 and C > 0 such that∫ ∞

1

∥∥∥Γ(1[0,δ]
( |x|
t

))
χ(H)e−itHu

∥∥∥2dt

t
≤ C

∥∥(dΓ(|p2|−1) +Nneut + 1)
1
2 (Nneut + 1)

3
2u
∥∥2
,

for all u ∈ D((dΓ(|p2|−1) +Nneut + 1)
1
2 (Nneut + 1)

3
2 ).

Proof. We prove (i) and (iv), underlying the differences with [21]. The proofs of (ii) and (iii) can be
deduced by adapting [21, Section 6], using furthermore arguments similar to those used to prove (i).

(i) Let Fi ∈ C∞(R;R) be a non-decreasing function such that Fi = 0 near 0, Fi = const near +∞ and
F ′i ≥ 1[Ri,R′i]. As in the proof of Theorem 4.1, (4.7) holds and therefore it suffices to prove that∫ ∞

1

∥∥∥dΓi
(
1[Ri,R′i]

( |xi|
t

)) 1
2
χ(H)e−itHu

∥∥∥2dt

t
.
(
‖N

1
2

neutu‖2 + ‖dΓ(|p2|−1)
1
2u‖2 + ‖u‖2

)
for all u ∈ D(N

1
2

neut) ∩D(dΓ(|p2|−1)
1
2 ) and i ∈ {1, . . . , 14}, where dΓi is defined in (4.8). Let

fi(t) :=
〈
e−itHχ(H)u,dΓi

(
Fi
( |xi|
t

))
e−itHχ(H)u

〉
. (4.18)

Note that, since dΓi(Fi( |xi|t )) ≤ CN , for some positive constant C, since Nlept and NW are relatively
H-bounded and since Nlept −Nneut commutes with H, we can write

fi(t) ≤
〈
e−itHχ(H)u,CNe−itHχ(H)u

〉
= C

〈
e−itHχ(H)u,

(
2Nlept +NW +Nneut −Nlept

)
e−itHχ(H)u

〉
. ‖u‖2 +

〈(
Nneut −Nlept

) 1
2u, χ(H)2(Nneut −Nlept

) 1
2u
〉

. ‖N
1
2

neutu‖2 + ‖u‖2.

Hence fi(t) is uniformly bounded.
Differentiating fi gives

∂tfi(t) =
〈
e−itHχ(H)u,DdΓi

(
Fi
( |xi|
t

))
e−itHχ(H)u

〉
=
〈
e−itHχ(H)u,dΓi

(
d0Fi

( |xi|
t

))
e−itHχ(H)u

〉
+
〈
e−itHχ(H)u,

[
H

(1)
I (G) +H

(2)
I (G), idΓi

(
Fi
( |xi|
t

))]
e−itHχ(H)u

〉
, (4.19)

where D and d0 denotes the Heisenberg derivatives defined at the beginning of Section 4.
Using that F ′i ≥ 1[Ri,R′i] and Ri > 1, a commutator expansion at second order (see, e.g., [20] and [12,

Lemma 5.2]) gives

d0Fi
( |xi|
t

)
≤ −C0

t
1[Ri,R′i]

( |xi|
t

)
+O(t−2),

if i ∈ {1, 2, 3, 4, 7, 8, 11, 12} (corresponding to the label of a massive particle), and

d0Fi
( |xi|
t

)
≤ −C0

t
1[Ri,R′i]

( |xi|
t

)
+O(t−2)|p2|−1,
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if i ∈ {5, 6, 9, 10, 13, 14} (corresponding to the label of a neutrino). Here C0 > 0. In the first case, using
as above that Nlept −Nneut commutes with H, this gives〈

e−itHχ(H)u,dΓi
(
d0Fi

( |xi|
t

))
e−itHχ(H)u

〉
≤ −C0

t

〈
e−itHχ(H)u,dΓi

(
1[Ri,R′i]

( |xi|
t

))
e−itHχ(H)u

〉
+O(t−2)

〈
e−itHχ(H)u,Ne−itHχ(H)u

〉
≤ −C0

t

〈
e−itHχ(H)u,dΓi

(
1[Ri,R′i]

( |xi|
t

))
e−itHχ(H)u

〉
+O(t−2)

(
‖N

1
2

neutu‖2 + ‖u‖2
)
, (4.20)

if i ∈ {1, 2, 3, 4, 7, 8, 11, 12}. In the second case (if i corresponds to the label of a neutrino), we use in
addition Lemma 4.2, yielding〈

e−itHχ(H)u,dΓi
(
d0Fi

( |xi|
t

))
e−itHχ(H)u

〉
≤ −C0

t

〈
e−itHχ(H)u,dΓi

(
1[Ri,R′i]

( |xi|
t

))
e−itHχ(H)u

〉
+O(t−2)

〈
e−itHχ(H)u,dΓ(|p2|−1)e−itHχ(H)u

〉
≤ −C0

t

〈
e−itHχ(H)u,dΓi

(
1[Ri,R′i]

( |xi|
t

))
e−itHχ(H)u

〉
+O(t−2+ 2

2+µ )
(
‖dΓ(|p2|−1)

1
2u‖2 + ‖u‖2

)
. (4.21)

Note that Hardy’s inequality implies that, if G ∈ H1+µ for some µ > 0, then |p2|−1−µG ∈ L2 (if µ < 1/2),
and hence Lemma 4.2 can indeed by applied.

The commutators [H(j)
I (G),dΓi(Fi( |xi|t ))], j = 1, 2, are given by expressions similar to (3.6)–(3.7), with

the operator Fi( |xi|t ) instead of ai. Since Fi vanishes near 0 and G ∈ H1+µ, we have that∥∥∥Fi( |xi|
t

)
G
∥∥∥

2
= O(t−1−µ).

Therefore we deduce from Lemma 2.2 that〈
e−itHχ(H)u,

[
H

(1)
I (G) +H

(2)
I (G), idΓi

(
Fi
( |xi|
t

))]
e−itHχ(H)u

〉
≤ Ct−1−µ

〈
e−itHχ(H)u, (NW +Nlept)e−itHχ(H)u

〉
= O(t−1−µ)‖u‖2. (4.22)

Integrating (4.19) over [1,∞), using that t
−2+ 2

2+µ and t−1−µ are integrable, we obtain the statement
of (i) by combining (4.20)–(4.21) and (4.22).

(iv) Let λ ∈ R \ {τ ∪ σpp(H)}. Clearly, since Nlept −Nneut commutes with H, it suffices to prove (iv)
for all u ∈ Ran(1{n}(Nlept−Nneut)), n ∈ Z. Hence we fix n ∈ Z and u ∈ Ran(1{n}(Nlept−Nneut)). Recall
that, by Theorem 3.9, there exist ε > 0, c0 > 0 and Cλ > 0 such that

[H, iA] ≥ c0(Nneut + 1)− Cλ(1− 1[λ−ε,λ+ε](H))(1 +H2)
1
2 .

For χ̃ ∈ C∞0 ((λ− ε, λ+ ε)), this implies that

[H, iA] ≥ c0(Nneut + 1)− Cλ(1− χ̃2(H))(1 +H2)
1
2 . (4.23)

Let χ ∈ C∞0 ((λ − ε, λ + ε)) be such that χχ̃ = χ. Let δ > 0 and qi, i ∈ {1, . . . , 14} be functions in
C∞0 ({x ∈ R3, |x| ≤ 2δ}) such that 0 ≤ qi ≤ 1, qi = 1 on {x ∈ R3, |x| ≤ δ} and let qt = (q1( i∇

t ), . . . , q14( i∇
t )).

Let

h(t) :=
〈
e−itHχ(H)u,Γ(qt)A

t
Γ(qt)e−itHχ(H)u

〉
.

Since ∇ω(i)
l , i = 1, 2, l = 1, 2, 3 and ∇ω(3) are bounded, it is not difficult to observe that

±Γ(qt)A
t

Γ(qt) ≤ Cδ(N + 1) and
∥∥A
t

Γ(qt)(N + 1)−1∥∥ ≤ Cδ. (4.24)

Here it should be noticed that Γ(qt) maps H to D(A). Indeed a vector in Ran(Γ(qt)) belongs to the
Sobolev space Hs(R3), for any s > 0, as a function of any of the momentum variable pi. It is then regular in
a neighborhood of zero and using, in particular, (3.22), it is not difficult to verify that Ran(Γ(qt)) ⊂ D(A).
In the second estimate of (4.24), Hardy’s inequality in R3, ‖|p2|−1u‖2 . ‖∇p2u‖2, is used.
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From (4.24) and using as before that Nlept −Nneut commutes with H, we obtain that

|h(t)| ≤
〈
e−itHχ(H)u,Γ(qt)A

t
Γ(qt)e−itHχ(H)u

〉
. ‖N

1
2

neutu‖2 + ‖u‖2. (4.25)

In particular, h(t) is uniformly bounded. Furthermore, one can compute

∂th(t) =
〈
e−itHu,

(
χ(H)dΓ(qt,d0q

t)A
t

Γ(qt)χ(H) + h.c.
)
e−itHu

〉
+
〈
e−itHu,

(
χ(H)[H(1)

I (G) +H
(2)
I (G), iΓ(qt)]A

t
Γ(qt)χ(H) + h.c.

)
e−itHu

〉
+ t−1

〈
e−itHu, χ(H)Γ(qt)[H, iA]Γ(qt)χ(H)e−itHu

〉
− t−1

〈
e−itHu, χ(H)Γ(qt)A

t
Γ(qt)χ(H)e−itHu

〉
=: R1(t) +R2(t) +R3(t) +R4(t). (4.26)

Observe that A being symmetric, A∗ is an extension of A so that the second terms in R2(t) and R3(t) are
indeed the hermitian conjugates of the first ones. In what follows we consider each term R](t) separately.

We begin with R2(t). From the assumption that G ∈ H1+µ, the commutation relations of Appendix B
and Lemma 2.2, one can show that∥∥[H(1)

I (G) +H
(2)
I (G),Γ(qt)](Nlept +NW )−1∥∥ = O(t−1−µ).

Together with (4.24) this implies that

|R2(t)| . O(t−1−µ)
∥∥(N + 1)χ(H)e−itHu

∥∥2
,

since Nlept + NW is relatively H-bounded. Since Nlept − Nneut commutes with H, we deduce as before
that

|R2(t)| . O(t−1−µ)‖(Nneut + 1)u‖2. (4.27)

To evaluate R1(t), we compute, by means of a commutator expansion (see [20] and [12, Section 5]),

d0q
t
i(xi) = − 1

2t
〈xi
t
−∇ωi,∇qi

(xi
t

)〉
+ h.c.+O(t−2), (4.28)

if i ∈ {1, 2, 3, 4, 7, 8, 11, 12} (corresponding to the label of a massive particle), and

d0q
t
i(xi) = − 1

2t
〈xi
t
−∇ωi,∇qi

(xi
t

)〉
+ h.c.+O(t−

3
2 )|p2|−

1
2 , (4.29)

if i ∈ {5, 6, 9, 10, 13, 14} (corresponding to the label of a neutrino). Here it should be noted that that the
remainder term in (4.29) can be computed to be of order |p2|−1+γO(t−2+γ) for any 0 ≤ γ ≤ 1 (see [12,
Lemma 5.2]. Here we choose γ = 1

2 for convenience, see below.

Let gti := −1
2〈
xi
t − ∇ωi,∇qi

(xi
t

)
〉 + h.c. and let rti be the remainder in (4.28) or (4.29). For i ∈

{1, 2, 3, 4, 7, 8, 11, 12}, by (4.24), we deduce that∣∣∣〈e−itHu,
(
χ(H)dΓ(qti , rti)

A

t
Γ(qt)χ(H) + h.c.

)
e−itHu

〉∣∣∣ . O(t−2)
∥∥Nχ(H)e−itHu

∥∥2

. O(t−2)‖(Nneut + 1)u‖2, (4.30)

where we used again that Nlept − Nneut commutes with H in the second inequality. The case i ∈
{5, 6, 9, 10, 13, 14} corresponding to massless particles is more difficult. Using (4.29) and Lemma B.1,
we write ∣∣∣〈e−itHu,

(
χ(H)dΓ(qti , rti)

A

t
Γ(qt)χ(H) + h.c.

)
e−itHu

〉∣∣∣∣∣∣〈e−itHu,
(
χ(H)dΓ(qti , rti)(N + 1)−

1
2 (N + 1)

1
2
A

t
Γ(qt)χ(H) + h.c.

)
e−itHu

〉∣∣∣
. O(t−

3
2 )
∥∥∥dΓ(|p2|−1)

1
2χ(H)e−itHu

∥∥∥∥∥(N + 1)
3
2χ(H)e−itHu

∥∥.
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Applying Lemma 4.2, and using that Nlept −Nneut commutes with H, it thus follows that∣∣∣〈e−itHu,
(
χ(H)dΓ(qti , rti)

A

t
Γ(qt)χ(H) + h.c.

)
e−itHu

〉∣∣∣
. O(t−

3
2 + 1

2+µ )
(
‖dΓ(|p2|−1)

1
2u‖+ ‖N

1
2

neutu‖+ ‖u‖
)(∥∥(N + 1)

3
2u
∥∥+ ‖u‖

)
. (4.31)

Summing over i, we obtain from (4.30) and (4.31) that∣∣∣〈e−itHu,
(
χ(H)dΓ(qt, rt)A

t
Γ(qt)χ(H) + h.c.

)
e−itHu

〉∣∣∣
. O(t−2)‖(Nneut + 1)u‖2 +O(t−

3
2 + 1

2+µ )
(
‖dΓ(|p2|−1)

1
2u‖+ ‖u‖

)(∥∥(N + 1)
3
2u
∥∥+ ‖u‖

)
. (4.32)

To estimate the term corresponding to 1
tdΓ(qt, gt), we proceed similarly but use (ii) instead of Lemma

4.2. We introduce q̃t, defined as qt, such that q̃tqt = qt and hence Γ(qt) = Γ(q̃t)Γ(qt). This yields

1
t

∣∣∣〈e−itHu,
(
χ(H)dΓ(qti , gti)

A

t
Γ(qt)χ(H) + h.c.

)
e−itHu

〉∣∣∣
= 1
t

∣∣∣〈e−itHu,
(
χ(H)dΓ(qti , gti)(N + 1)−

1
2 (N + 1)

1
2
A

t
Γ(q̃t)Γ(qt)χ(H) + h.c.

)
e−itHu

〉∣∣∣
.

1
t

∥∥∥dΓ((gti)∗gti)
1
2χ(H)e−itHu

∥∥∥∥∥(N + 1)
3
2 Γ(qt)χ(H)e−itHu

∥∥
.
α(|n|+ 1)3

t

∥∥∥dΓ((gti)∗gti)
1
2χ(H)e−itHu

∥∥∥2
+ 1
α(|n|+ 1)3t

∥∥(N + 1)
3
2 Γ(qt)χ(H)e−itHu

∥∥2
,

where we recall that n ∈ Z has been fixed such that u ∈ Ran(1{n}(Nlept −Nneut)). The parameter α > 0
will be determined later. Summing over i, since Nlept −Nneut commutes with H, this implies that

1
t

∣∣∣〈e−itHu,
(
χ(H)dΓ(qt, gt)A

t
Γ(qt)χ(H) + h.c.

)
e−itHu

〉∣∣∣
.
α

t

∥∥∥dΓ((gt)∗gt)
1
2χ(H)e−itH(|Nneut −Nlept|+ 1)

3
2u
∥∥∥2

+ 1
αt

∥∥Γ(qt)χ(H)e−itHu
∥∥2

+ 1
αt

∥∥(Nlept +NW + 1)
3
2 Γ(qt)χ(H)e−itHu

∥∥2
. (4.33)

Remembering that χ̃χ = χ, the last term of (4.33) can be decomposed into

1
αt

∥∥(Nlept +NW + 1)
3
2 Γ(qt)χ(H)e−itHu

∥∥2

= 1
αt

∥∥(Nlept +NW + 1)
3
2
[
Γ(qt), χ̃(H)

]
χ(H)e−itHu

∥∥2 + 1
αt

∥∥(Nlept +NW + 1)
3
2 χ̃(H)Γ(qt)χ(H)e−itHu

∥∥2
.

Using the Helffer-Sjöstrand functional calculus and similar arguments as before, one verifies that∥∥[Γ(qt), χ(H)
]
(Nneut + 1)−1∥∥ = O(t−1). (4.34)

By (ii) in Lemma 2.5, it is not difficult to deduce from (4.34) and the previous equality that

1
αt

∥∥(Nlept +NW + 1)
3
2 Γ(qt)χ(H)e−itHu

∥∥2
.

1
αt2

∥∥(N2
neut + 1)u

∥∥2 + 1
αt

∥∥Γ(qt)χ(H)e−itHu
∥∥2
. (4.35)

Combining (4.31), (4.33) and (4.35) gives

|R1(t)| . α

t

∥∥∥dΓ((gt)∗gt)
1
2χ(H)e−itH(|Nneut −Nlept|+ 1)

3
2u
∥∥∥2

+ 1
αt

∥∥Γ(qt)χ(H)e−itHu
∥∥2

+O(t−2)‖(N2
neut +Nneut + 1)u‖2

+O(t−
3
2 + 1

2+µ )
(
‖dΓ(|p2|−1)

1
2u‖+ ‖N

1
2

neutu‖+ ‖u‖
)(∥∥(Nneut + 1)

3
2u
∥∥+ ‖u‖

)
. (4.36)

Next we consider R3(t). It follows from (4.23) that

R3(t) ≥ 1
t

〈
e−itHu, χ(H)Γ(qt)

(
c0(Nneut + 1)− Cλ(1− χ̃2(H))

)
Γ(qt)χ(H)e−itHu

〉
.



34 B. ALVAREZ AND J. FAUPIN

Using (4.34) together with the previous equation, the facts that Nlept − Nneut commutes with H, that
NW and Nlept are relatively H-bounded and that χχ̃ = χ, this gives

R3(t) ≥ c0
t

〈
e−itHu, χ(H)Γ(qt)(Nneut + 1)Γ(qt)χ(H)e−itHu

〉
+O(t−2)‖(Nneut + 1)u‖2. (4.37)

To estimate R4(t), it suffices to apply (4.24) together with the fact that NW and Nlept are relatively
H-bounded. This yields

|R4(t)| . δ

t

〈
e−itHu, χ(H)Γ(qt)(Nneut + 1)Γ(qt)χ(H)e−itHu

〉
. (4.38)

Putting together (4.27), (4.36), (4.37) and (4.38), we finally arrive at

∂th(t) ≥
(c0
t
− 1
αt
− δ

t

)〈
e−itHu, χ(H)Γ(qt)(Nneut + 1)Γ(qt)χ(H)e−itHu

〉
+ α

t

∥∥∥dΓ(g∗t gt)
1
2χ(H)e−itH(|Nneut −Nlept|+ 1)

3
2u
∥∥∥2

+O(t−min(2,1+µ))‖(N2
neut +Nneut + 1)u‖2

+O(t−
3
2 + 1

2+µ )
(
‖dΓ(|p2|−1)

1
2u‖+ ‖u‖

)(∥∥(Nneut + 1)
3
2u
∥∥+ ‖u‖

)
.

Fixing α large enough and δ small enough and integrating over t from 1 to ∞, we obtain from (4.25) and
(ii) that ∫ ∞

1

〈
e−itHu, χ(H)Γ(qt)(Nneut + 1)Γ(qt)χ(H)e−itHu

〉dt
t

.
∥∥(dΓ(|p2|−1) +Nneut + 1)

1
2 (Nneut + 1)

3
2u
∥∥2
.

This proves (iv) for any χ ∈ C∞0 ((λ−ε, λ+ε)). The extension of the result to any χ ∈ C∞0 (R\(σpp(H)∪τ))
follows from standard arguments (see, e.g., [20, Proposition 4.4.7]). �

As mentioned before, the remainder of this section is devoted to the proof of a different version of
propagation estimates, involving a time-dependent modified position operator. In accordance with the
notations previously introduced in this section, we set

xt,ρ :=
( |p2|
|p2|+ t−ρ

) 1
2
x
( |p2|
|p2|+ t−ρ

) 1
2
,

meaning that xt,ρ,i = xi = i∇ if i ∈ {1, 2, 3, 4, 7, 8, 11, 12} (corresponding to the label of a massive particle),
and

xt,ρ,i =
( |p2|
|p2|+ t−ρ

) 1
2
xi
( |p2|
|p2|+ t−ρ

) 1
2 =

( |p2|
|p2|+ t−ρ

) 1
2 (i∇p2)

( |p2|
|p2|+ t−ρ

) 1
2
,

if i ∈ {5, 6, 9, 10, 13, 14} (corresponding to the label of a neutrino). Likewise,

ωt,ρ :=
( |p2|
|p2|+ t−ρ

) 1
2
ω
( |p2|
|p2|+ t−ρ

) 1
2
,

where the notation ω has been introduced in (4.6). Similarly as above, for R = (R1, . . . , R14) and
R′ = (R′1, . . . , R′14), we have that

1[R,R′](|xt,ρ|) =
(
1[R1,R′1](|xt,ρ,1|), . . . ,1[R14,R′14](|xt,ρ,14|)

)
.

Theorem 4.4. Suppose that the masses of the neutrinos mνe, mνµ, mντ vanish and consider the Hamil-

tonian H = H0 + g(H(1)
I +H

(2)
I ) with H

(1)
I and H

(2)
I given by (1.6). Assume that

G ∈ L2, a(i),·G ∈ L2, |p3|−1a(i),·G ∈ L2, i = 1, 2, 3,

and that

G ∈ H1+µ for some µ > 0.
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(i) Let ρ > 0 be such that (1 +µ)−1 < ρ < 1 and let c > ρ−1. Let χ ∈ C∞0 (R), R = (R1, . . . , R14) and

R′ = (R′1, . . . , R′14) be such that R′i > Ri > c. There exists C > 0 such that, for all u ∈ D(N
1
2

neut),∫ ∞
1

∥∥∥dΓ
(
1[R,R′]

( |xt,ρ|
t

)) 1
2
χ(H)e−itHu

∥∥∥2dt

t
≤ C

(
‖N

1
2

neutu‖2 + ‖u‖2
)
.

(ii) Let ρ > 0 be such that (1 + µ)−1 < ρ < 1. Let 0 < v0 < v1 and χ ∈ C∞0 (R). There exists C > 0
such that, for all u ∈ D(N

1
2

neut),∫ ∞
1

∥∥∥dΓ
(〈(xt,ρ

t
−∇ωt,ρ

)
,1[v0,v1](

xt,ρ
t

)
(xt,ρ
t
−∇ωt,ρ

)〉) 1
2
χ(H)e−itHu

∥∥∥2dt

t

≤ C
(
‖N

1
2

neutu‖2 + ‖u‖2
)
.

(iii) Let ρ > 0 be such that (1 + µ)−1 < ρ < 1. Let 0 < v0 < v1, J ∈ C∞0 ({x ∈ R3, v0 < |x| < v1}) and

χ ∈ C∞0 (R). There exists C > 0 such that, for all ` ∈ {1, 2, 3} and u ∈ D(N
1
2

neut),∫ ∞
1

∥∥∥dΓ
(∣∣∣J(xt,ρ

t

)(x(`)
t,ρ

t
− ∂(`)ωt,ρ

)
+ h.c

∣∣∣) 1
2
χ(H)e−itHu

∥∥∥2dt

t
≤ C

(
‖N

1
2

neutu‖2 + ‖u‖2
)
.

(iv) There exists g0 > 0 such that, for all |g| ≤ g0, the following holds: let ρ > 0 be such that
(1 + µ)−1 < ρ < 1. Let χ ∈ C∞0 (R) be supported in R\(τ ∪ σpp(H)). There exist δ > 0 and C > 0
such that, for all u ∈ D((dΓ(|p2|−1) +Nneut + 1)(Nneut + 1)

3
2 ),∫ ∞

1

∥∥∥Γ(1[0,δ]
( |xt,ρ|

t

))
χ(H)e−itHu

∥∥∥2dt

t
≤ C

∥∥(dΓ(|p2|−1) +Nneut + 1)(Nneut + 1)
3
2u
∥∥2
.

Proof. (i) The proof is similar to that of Theorem 4.3 (i), with the following differences. Let Fi : R→ R be
a bounded non-decreasing function supported in (1,∞). Instead of the function fi in (4.18), we consider

f̃i(t) :=
〈
e−itHχ(H)u,dΓi

(
Fi
( |xt,ρ,i|

ct

))
e−itHχ(H)u

〉
,

with c > 1. Obviously, in the massive case (i ∈ {1, 2, 3, 4, 7, 8, 11, 12}) the proof is the same than in
Theorem 4.3. Let i ∈ {5, 6, 9, 10, 13, 14}. In the same way as for fi, since Fi is bounded, we have that

f̃i(t) . ‖N
1
2

neutu‖2 + ‖u‖2. (4.39)

Write Fi(r) = F̃i(r2). Note that

x2
t,ρ,i =

3∑
`=1

( |p2|
|p2|+ t−ρ

) 1
2
x

(`)
i

( |p2|
|p2|+ t−ρ

)
x

(`)
i

( |p2|
|p2|+ t−ρ

) 1
2
.

We compute

d0F̃i
(x2

t,ρ,i

c2t2

)
≤ −21− ρ

t
F̃ ′i

(x2
t,ρ,i

c2t2

)
− 2ρ− c

−1

t

( |p2|
|p2|+ t−ρ

) 1
2
F̃ ′i

( x2
t,ρ

c2t2

)( |p2|
|p2|+ t−ρ

) 1
2 +O(t−2+ρ). (4.40)

Details of the estimate (4.40) are provided in Appendix D. The first two terms are non-positive since
ρ < 1 and c > ρ−1.

Moreover, the commutators [
H

(j)
I (G), dΓi

(
Fi
( |xt,ρ,i|

ct

))]
, j = 1, 2,

are given by expressions similar to (3.6)–(3.7), with the operator Fi( |xt,ρ,i|ct ) instead of ai. Since Fi vanishes

near 0 and G ∈ H1+µ, one can verify using interpolation that G belongs to the domain of |xt,ρ,i|1+µ, and
hence ∥∥∥Fi( |xt,ρ,i|

ct

)
G
∥∥∥

2
= O(t−1−µ).
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Therefore, in the same way as for Equation (4.22), Lemma 2.2 yields〈
e−itHχ(H)u,

[
H

(1)
I (G) +H

(2)
I (G), idΓj

(
Fi
( |xt,ρ,i|

ct

))]
e−itHχ(H)u

〉
= O(t−1−µ)‖u‖2. (4.41)

Using (4.39), (4.40) and (4.41), one can conclude that (i) holds by arguing in the same way as in the
proof of Theorem 4.3 (i).

(iv) Again, the proof resembles that of Theorem 4.3 (iv), we focus on the differences. We consider χ ∈
C∞0 ((λ− ε, λ+ ε)), δ > 0 and qi, i ∈ {1, . . . , 14} as in the proof of Theorem 4.3. Let u ∈ Ran(1{n}(Nlept−
Nneut)) for some n ∈ Z. Let q̃t = (q1(xt,ρ,1t ), . . . , q14(xt,ρ,14

t )) and

h̃(t) :=
〈
e−itHχ(H)u,Γ(q̃t)A

t
Γ(q̃t)e−itHχ(H)u

〉
.

To verify that h̃(t) is uniformly bounded, we modify (4.24) as follows. We can decompose

A =
14∑
i=1

dΓi(ai).

Clearly the massive cases (i ∈ {1, 2, 3, 4, 7, 8, 11, 12}) can be handled as in (4.24). For i ∈ {5, 6, 9, 10, 13, 14},
we recall that

ai = i
2
( p2
|p2|
· ∇+∇ · p2

|p2|

)
,

and write〈
e−itHχ(H)u,Γ(q̃t)dΓi(ai)

t
Γ(q̃t)e−itHχ(H)u

〉
=
〈
e−itHχ(H)u,Γ(q̃t)

[dΓi(ai)
t

,Γ(q̃t)
]
e−itHχ(H)u

〉
+
〈
e−itHχ(H)u,Γ(q̃t)2 dΓi(ai)

t
e−itHχ(H)u

〉
. (4.42)

We estimate each term separately. First, we compute, using [12, Lemma 5.2],[ai
t
, qi
(xt,ρ,i

t

)]
= O(t−1)|p2|−1.

This implies that∣∣∣〈e−itHχ(H)u,Γ(q̃t)
[dΓi(ai)

t
,Γ(q̃t)

]
e−itHχ(H)u

〉∣∣∣ . t−1‖u‖
∥∥dΓ(|p2|−1)e−itHχ(H)u

∥∥
. ‖u‖

(
‖u‖+ ‖Nneutu‖+

∥∥dΓ(|p2|−1)u
∥∥), (4.43)

where we used Lemma 4.2 in the second inequality. Next we have that

ai =
3∑
`=1

x
(`)
t,ρ,i

(
1 +O(t−ρ)|p2|−1)+O(1)|p2|−1, (4.44)

see Appendix D. Using that |xt,ρ,i| ≤ δt on the support of qti , we deduce from the previous equation that∣∣∣〈e−itHχ(H)u,Γ(q̃t)2 dΓi(ai)
t

e−itHχ(H)u
〉∣∣∣

. δ‖u‖
(∥∥Nneute

−itHχ(H)u
∥∥+O(t−ρ)

∥∥dΓ(|p2|−1)e−itHχ(H)u
∥∥)+O(t−1)‖u‖

∥∥dΓ(|p2|−1)e−itHχ(H)u
∥∥

. ‖u‖
(∥∥Nneutu

∥∥+
∥∥dΓ(|p2|−1)u

∥∥+ ‖u‖
)
, (4.45)

where we used Lemma 4.2 and the fact that ρ > (1 + µ)−1 in the second inequality. We deduce from
(4.43) and (4.45) that (4.42), and therefore h̃(t), are uniformly bounded in t.

Next, we can decompose the derivative ∂th̃(t) = R̃1(t) + R̃2(t) + R̃3(t) + R̃4(t) analogously as h(t) in
(4.26). The term R̃2(t) can be estimated in the same way as R2(t), using estimates similar to (4.43) and
(4.45) instead of (4.24). This yields

|R̃2(t)| . O(t−1−µ)‖u‖
(
‖(Nneutu‖+

∥∥dΓ(|p2|−1)u
∥∥+ ‖u‖

)
. (4.46)
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The estimate for R̃3(t) is identical to that of R3(t), yielding

R̃3(t) ≥ c0
t

〈
e−itHu, χ(H)Γ(q̃t)(Nneut + 1)Γ(q̃t)χ(H)e−itHu

〉
+O(t−2)‖(Nneut + 1)u‖2. (4.47)

To estimate R̃4(t), we proceed as in (4.43)–(4.45). This gives

|R̃4(t)| = 1
t
|h̃(t)| . δ

t

〈
e−itHu, χ(H)Γ(q̃t)(Nneut + 1)Γ(q̃t)χ(H)e−itHu

〉
+ t−1−ρ‖u‖

∥∥dΓ(|p2|−1)e−itHχ(H)u
∥∥

.
δ

t

〈
e−itHu, χ(H)Γ(q̃t)(Nneut + 1)Γ(q̃t)χ(H)e−itHu

〉
+ t−1−ρ+α(1+µ)−1‖u‖

(∥∥dΓ(|p2|−1)u
∥∥+ ‖u‖

)
, (4.48)

the second inequality being a consequence of Lemma 4.2.
Next we consider R̃1(t). As in the proof of Theorem 4.3, we compute

d0q̃
t
i(xt,ρ,i) = − 1

2t
〈xt,ρ,i

t
−∇ωt,ρ,i,∇q̃t

(xt,ρ,i
t

)〉
+ h.c.+O(t−2+ρ),

and set g̃ti := −1
2〈
xt,ρ,i
t − ∇ωt,ρ,i,∇q̃j

(xt,ρ,i
t

)
〉 + h.c.. Let also r̃ti be the remainder term in the previous

equality. We have that∣∣∣〈e−itHu,
(
χ(H)dΓ(q̃ti , r̃ti)

dΓi(ai)
t

Γ(q̃t)χ(H) + h.c.
)
e−itHu

〉∣∣∣
. O(t−2+ρ)

∥∥Nneutχ(H)e−itHu
∥∥∥∥∥dΓi(ai)

t
Γ(q̃t)χ(H)e−itHu

∥∥∥
. O(t−2+ρ)

∥∥Nneutχ(H)e−itHu
∥∥(∥∥Nneutχ(H)e−itHu

∥∥+O(t−ρ)
∥∥dΓ(|p2|−1)χ(H)e−itHu

∥∥),
where we used (4.43)–(4.45) in the second inequality. By Lemma 4.2, and since Nneut −Nlept commutes
with H and Nlept is relatively H-bounded, we obtain that∣∣∣〈e−itHu,

(
χ(H)dΓi(q̃ti , r̃ti)

dΓi(ai)
t

Γ(q̃t)χ(H) + h.c.
)
e−itHu

〉∣∣∣
. O(t−2+ρ)

(∥∥Nneutu
∥∥+ ‖u‖

)(∥∥Nneutu
∥∥+

∥∥dΓ(|p2|−1)u
∥∥+ ‖u‖

)
.

To estimate the term corresponding to 1
tdΓ(q̃ti , g̃ti), we write

1
t

∣∣∣〈e−itHu,
(
χ(H)dΓ(q̃ti , g̃ti)

dΓi(ai)
t

Γ(q̃t)χ(H) + h.c.
)
e−itHu

〉∣∣∣
= 1
t

∣∣∣〈e−itHu,
(
χ(H)dΓ(q̃ti , g̃ti)(Nneut + 1)−

1
2 (Nneut + 1)

1
2

dΓi(ai)
t

Γ(q̃t)χ(H) + h.c.
)
e−itHu

〉∣∣∣
.

1
t

∥∥∥dΓ((g̃ti)∗g̃ti)
1
2χ(H)e−itHu

∥∥∥(∥∥(Nneut + 1)
3
2 Γ(q̃t)χ(H)e−itHu

∥∥
+O(t−ρ)

∥∥(Nneut + 1)
1
2 dΓ(|p2|−1)χ(H)e−itHu

∥∥),
where we used again (4.43)–(4.45). We expand the last expression and estimate the two terms separately.
The first one is estimated exactly as in the proof of Theorem 4.3, yielding

1
t

∥∥∥dΓ((g̃ti)∗g̃ti)
1
2χ(H)e−itHu

∥∥∥∥∥(Nneut + 1)
3
2 Γ(q̃t)χ(H)e−itHu

∥∥
.
α

t

∥∥∥dΓ((g̃t)∗g̃t)
1
2χ(H)e−itH(|Nneut −Nlept|+ 1)

3
2u
∥∥∥2

+ 1
αt

∥∥Γ(q̃t)χ(H)e−itHu
∥∥2 + 1

αt2
∥∥(N2

neut + 1)u
∥∥2
,

with α > 0. For the second term, we have that

1
t1+ρ

∥∥∥dΓ((g̃ti)∗g̃ti)
1
2χ(H)e−itHu

∥∥∥∥∥(Nneut + 1)
1
2 dΓ(|p2|−1)χ(H)e−itHu

∥∥
.

1
t1+ρ

∥∥∥dΓ((g̃ti)∗g̃ti)
1
2χ(H)e−itHu

∥∥∥2
+ 1
t1+ρ

∥∥(Nneut + 1)
1
2 dΓ(|p2|−1)χ(H)e−itHu

∥∥2
,
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and, since Nlept is relatively H-bounded,∥∥(Nneut + 1)
1
2 dΓ(|p2|−1)χ(H)e−itHu

∥∥2

=
∥∥dΓ(|p2|−1)χ(H)e−itH(|Nneut −Nlept|+ 1)

1
2u
∥∥2 +

∥∥N 1
2

leptdΓ(|p2|−1)χ(H)e−itHu
∥∥2

≤
∥∥dΓ(|p2|−1)χ(H)e−itH(|Nneut −Nlept|+ 1)

1
2u
∥∥2 +

∥∥(c1H + c2)
1
2 dΓ(|p2|−1)χ(H)e−itHu

∥∥2
,

where c1 and c2 are real numbers. Since one easily verifies that [H,dΓ(|p2|−1)] is relatively H-bounded,
Lemma 4.2 implies that∥∥(Nneut + 1)

1
2 dΓ(|p2|−1)χ(H)e−itHu

∥∥2
. t(1+µ)−1∥∥(dΓ(|p2|−1) + 1)(Nneut + 1)

1
2u
∥∥2
.

Putting together the previous estimates, we obtain that

|R̃1(t)| . α+ 1
t

∥∥∥dΓ(g̃∗t g̃t)
1
2χ(H)e−itH(|Nneut −Nlept|+ 1)

3
2u
∥∥∥2

+ 1
αt

∥∥Γ(q̃t)χ(H)e−itHu
∥∥2

+O(t−2+ρ)
(∥∥Nneutu

∥∥+ ‖u‖
)(∥∥Nneutu

∥∥+
∥∥dΓ(|p2|−1)u

∥∥+ ‖u‖
)

+O(t−1−ρ+(1+µ)−1)
∥∥(dΓ(|p2|−1) + 1)(Nneut + 1)

1
2u
∥∥2
. (4.49)

From (4.46)–(4.49), we conclude the proof in the same way as for Theorem 4.3 (iv). �

5. Asymptotic completeness

In this section, we prove Theorem 1.1. We begin by recalling the definitions and basic properties of the
asymptotic spaces and of the wave operators in Subsection 5.1. Subsection 5.2 is devoted to the proof
of an important ingredient of the proof of Theorem 1.1, namely the existence of inverse wave operators.
Finally, in Subsection 5.3, we establish asymptotic completeness of the wave operators.

5.1. The asymptotic space and the wave operators. Most of the results of this section are straight-
forward adaptations of corresponding results established in [21, 1] for Pauli-Fierz Hamiltonians. Therefore
we do not give the details of the proofs but refer the reader to [21, 1]. The only exception is Theorem 5.3
where we establish unitarity of the wave operators in the case where the masses of the neutrinos vanish.
Indeed, when neutrinos are supposed to be massless, Theorem 5.3 cannot be proven as in [21, 1]. We rely
instead on an elegant argument due to [22].

Recall that the asymptotic creation and annihilation operators for bosons are formally defined by (1.15)–
(1.16), and by analogous formulas for leptons and neutrinos. See Appendix C for precise definitions and

basic properties. In particular, the fermionic asymptotic creation or annihilation operators b±,]l,ε (h) (for

leptons) and c±,]l,ε (h) (for neutrinos), with h ∈ h2, are bounded. The bosonic operators a±,]ε (h), with
h ∈ h1, are closed but unbounded.

The space of asymptotic vacua is defined by

K ± =
{
u ∈ D(N

1
2
W ), ∀h1 ∈ h2, h2, h3 ∈ h1, l, ε, a

±
ε (h1)u = b±l,ε(h2)u = c±l,ε(h3)u = 0

}
.

The asymptotic space is
H ± = K ± ⊗H .

The following proposition can be proven in the same way as [21, Proposition 5.5].

Proposition 5.1. Consider the Hamiltonian (1.14) with HI given by (1.6) and suppose that

G ∈ H1+µ for some µ > 0.
Then

(i) K ± is closed and H-invariant.
(ii) For all n ∈ N and h1, . . . , hn, K ± is contained in the domain of d±,∗(h1) . . . d±,∗(hn), where

d±,∗(hi) stands for any of the operators a±,∗ε (hi), with hi ∈ h1, or b±,∗l,ε (hi) or c±,∗l,ε (hi), with
hi ∈ h2.

(iii) Hpp(H) ⊂ K ±.
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Recall that the wave operators Ω± : H ± →H are defined by (1.17)–(1.18) and that Hext = H ⊗ 1+
1⊗H0. The following properties are standard consequences of the definitions.

Proposition 5.2. Consider the Hamiltonian (1.14) with HI given by (1.6) and suppose that

G ∈ H1+µ for some µ > 0.

Then Ω± are isometric and we have that

HΩ± = Ω±Hext.

Moreover,

d±,](h)Ω± = Ω±(1⊗ d](h)),
where d±,](h) stands for any of the operators a±,]ε (h), with h ∈ h1, or b±,]l,ε (h) or c±,]l,ε (h), with h ∈ h2.

If the masses of the neutrinos are supposed to be positive, then one can show that the Ω± are unitary
by adapting an argument of [48] (see also [21, Theorem 5.6]). In the massless case, this argument fails,
but one can follow the approach of [22]. We give a sketch of the proof.

Theorem 5.3. Suppose that the masses of the neutrinos mνe, mνµ, mντ are positive and consider the
Hamiltonian (1.14) with HI given by (1.6). Suppose that

G ∈ H1+µ for some µ > 0.

Then Ω± are unitary maps form H ± to H .
The same holds if the masses of the neutrinos vanish and if one considers instead the Hamiltonian

H = H0 + g(H(1)
I +H

(2)
I ) with H

(1)
I and H

(2)
I given by (1.6).

Proof. As mentioned above, the proof in the massive case is a straightforward adaptation of arguments
used in [48]. We consider the case where the masses of the neutrinos vanish. By the previous proposition,
Ω± are isometric. It remains to verify that they are onto.

Let f1 ⊂ h1, f2 ⊂ h2 be two subspaces of finite dimensions. For u ∈H , let

n±f1,f2(u) =
∑
ε=±

dimf1∑
i=1
‖a±ε (hi)u‖2 +

∑
ε=±,l=1,2,3

dimf2∑
j=1

(
‖b±l,ε(gj)u‖

2 + ‖c±j,ε(gk)u‖
2),

where {hi} and {gj} are orthonormal bases of f1 and f2, respectively. Note that if u /∈ D(a±l,ε(hi)) for some

i, then n±f1,f2(u) =∞. Clearly,

n±f1,f2(u) = lim
t→∞

∑
ε=±

dimf1∑
i=1
‖aε(hi,±t)e∓itHu‖2 +

∑
ε=±,l=1,2,3

dimf2∑
j=1

(
‖bl,ε(gj,±t)e∓itHu‖2 + ‖cl,ε(gj,±t)e∓itHu‖2

)
≤
〈
e∓itHu,Ne∓itHu

〉
.

Decomposing N = NW + 2Nlept + (Nneut−Nlept) and using that NW and Nlept are relatively H-bounded
and that Nneut −Nlept commutes with H, we deduce that

n±f1,f2(u) . 〈u, |H|u〉+ 〈u,Nneutu〉+ ‖u‖2. (5.1)

Now, as in [22, Theorem 4.3], one can verify that

Ran Ω± = D(n±), (5.2)

where

n±(u) = sup
f1⊂h1,f2⊂h2

n±f1,f2(u).

and D(n±) = {u ∈ H , n±(u) < ∞}. In the previous equation, the supremum is taken over all finite

dimensional subspaces f1, f2. From (5.1) we deduce that D(n±) contains the dense subset D(|H|
1
2 ) ∩

D(N
1
2

neut). By (5.2), this shows that Ω± are onto. �
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In the remainder of this subsection we introduce the “extended wave operators”, defined as in [21], and
state some of their properties. Recall that H ext = H ⊗H and Hext = H ⊗ 1 + 1⊗H0. We set

D(Ωext,±) =
∞⊗
n=0

D((|H|
n
2 )⊗

⊕
n1+···+n14=n

⊗n1
s h2 ⊗⊗n2

s h2 ⊗⊗n3
a h1 ⊗ · · · ⊗ ⊗n14

a h1,

and

Ωext,± : D(Ωext,±)→H

Ωext,±ψ ⊗ d∗(h1) . . . d∗(hn)Ω = d±,∗(h1) . . . d±,∗(hn)ψ, (5.3)

where, as above, d±,∗(hi) stands for any of the operators a±,∗ε (hi), with hi ∈ h1, or b±,∗l,ε (hi) or c±,∗l,ε (hi),
with hi ∈ h2, and likewise for d∗(hi). The definition (5.3) extends to any vector in D(Ωext,+) by linearity.
The fact that Ωext,± are well-defined follows from the properties of the asymptotic creation operators (see
Appendix C).

It follows directly from the definitions of Ω± and Ωext,± that

Ωext,±|H ± = Ω±.

Moreover, in the same way as in [21, Theorem 5.7], it is not difficult to verify that, for all u ∈ D(Ωext,±),

s-lim
t→±∞

eitHIe−itHext
u = Ωext,±u.

where the scattering identification operator I is defined in (B.2).

5.2. The geometric inverse wave operators. In this section we establish the existence of two as-
ymptotic observables using the propagation estimates of Section 4. Compared to similar results proven
in [21, 30, 1], the main difficulty we encounter comes from the fact that the propagation observables of
Section 4 only hold for a dense set of states, and for suitable norms. For this reason, the results of this
section are not straightforward modifications of previous papers.

We begin with the following important proposition.

Proposition 5.4. Suppose that the masses of the neutrinos vanish and consider the Hamiltonian H =
H0 + g(H(1)

I +H
(2)
I ) with H

(1)
I and H

(2)
I given by (1.6). Suppose that

G ∈ L2, a(i),·G ∈ L2, |p3|−1a(i),·G ∈ L2, i = 1, 2, 3,
and that

G ∈ H1+µ for some µ > 0.
Let δ > 0 and qi, i ∈ {1, . . . , 14} be functions in C∞0 ({x ∈ R3, |x| ≤ 2δ}) such that 0 ≤ qi ≤ 1, qi = 1 on
{x ∈ R3, |x| ≤ δ} and let q̃t = (q1(xt,ρt ), . . . , q14(xt,ρt )). The following limits exist

Γ±(q) := s-lim
t→±∞

eitHΓ(q̃t)e−itH .

Moreover, for all χ ∈ C∞0 (R) supported in R\(τ ∪ σpp(H)), there exists δ > 0 such that

Γ±(q)χ(H) = 0.
The same holds if the masses of the neutrinos mνe, mνµ, mντ are positive and if one considers the

Hamiltonian (1.14) with HI given by (1.6).

Proof. We consider the more difficult case of H = H0 + g(H(1)
I +H

(2)
I ) with the masses of the neutrinos

equal to 0. The proof can easily be adapted in the case of H = H0 + g(H(1)
I +H

(2)
I +H

(3)
I +H

(4)
I ), if the

masses of the neutrinos are positive.
It suffices to prove the existence of

lim
t→±∞

e±itHΓ(q̃t)e∓itHu,

for u in a dense subset of H . We consider

E :=
{
u ∈H ,∃χ ∈ C∞0 (R), n ∈ N, u = χ(H)1[−n,n](Nneut −Nlept)u

}
.
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Let u ∈ E and let χ̃ ∈ C∞0 (R) be such that χ̃χ = χ. As in the proof of Theorem 4.4 (iv), the Helffer-
Sjöstrand functional shows that ∥∥[Γ(q̃t), χ̃(H)

]
(Nneut + 1)−1∥∥ = O(t−1).

Since Nlept −Nneut commutes with H and Γ(q̃t) and since Nlept is relatively H-bounded, we deduce that

e±itHΓ(q̃t)e∓itHχ(H)1[−n,n](Nneut −Nlept)u
= χ̃(H)e±itHΓ(q̃t)e∓itHχ(H)1[−n,n](Nneut −Nlept)u+O(t−1)
= 1[−n,n](Nneut −Nlept)χ̃(H)e±itHΓ(q̃t)e∓itHχ(H)1[−n,n](Nneut −Nlept)u+O(t−1).

To shorten notations, let χ(n)(H) := χ(H)1[−n,n](Nneut −Nlept), χ̃(n)(H) := χ̃(H)1[−n,n](Nneut −Nlept).
By the previous equality, it now suffices to prove the existence of

lim
t→±∞

χ̃(n)(H)e±itHΓ(q̃t)e∓itHχ(n)(H)u.

Set W (t) := χ̃(n)(H)e±itHΓ(q̃t)e∓itHχ(n)(H) and write, for t′ > t ≥ 1,∥∥W (t′)u−W (t)u
∥∥ =

∥∥∥ ∫ t′

t
∂sW (s)uds

∥∥∥ ≤ sup
v∈H ,‖v‖=1

∫ t′

t
|〈v, ∂sW (s)u〉|ds. (5.4)

We compute

〈v, ∂tW (t)u〉 =〈v, ∂tχ̃(n)(H)e±itHΓ(q̃t)e∓itHχ(n)(H)u〉

= ±〈v, χ̃(n)(H)e±itH(D0Γ(q̃t) + ig[H(1)
I +H

(2)
I ,Γ(q̃t)]

)
e∓itHχ(n)(H)u〉

= ±〈v, χ̃(n)(H)e±itH(dΓ(q̃t,d0q̃
t) + ig[H(1)

I +H
(2)
I ,Γ(q̃t)]

)
e∓itHχ(n)(H)u〉. (5.5)

We will show that the right-hand-side is integrable in t on [1,∞).
We invoke arguments closely related to those used in the proof of Theorem 4.4 (iv). First, the assump-

tion that G ∈ H1+µ, the commutation relations of Appendix B and Lemma 2.2 imply that∥∥[H(1)
I (G) +H

(2)
I (G),Γ(q̃t)](Nlept +NW )−1∥∥ = O(t−1−µ).

Since NW and Nlept are relatively H-bounded, this yields∥∥[H(1)
I +H

(2)
I ,Γ(q̃t)]χ(H)

∥∥ . t−1−µ.

Now we consider the term involving dΓ(q̃t,d0q̃
t) in (5.5). As in the proof of Theorem 4.4 (iv), we have

that

d0q̃
t
i(xt,ρ,i) = − 1

2t
〈xt,ρ,i

t
−∇ωt,ρ,i,∇qi

(xt,ρ,i
t

)〉
+ h.c.+O(t−2),

if i ∈ {1, 2, 3, 4, 7, 8, 11, 12} (corresponding to the label of a massive particle), and

d0q̃
t
i(xt,ρ,i) = − 1

2t
〈xt,ρ,i

t
−∇ωt,ρ,i,∇qi

(xt,ρ,i
t

)〉
+ h.c.+O(t−2+ρ),

if i ∈ {5, 6, 9, 10, 13, 14} (corresponding to the label of a neutrino). We treat the second case, namely
i ∈ {5, 6, 9, 10, 13, 14}, the case of i ∈ {1, 2, 3, 4, 7, 8, 11, 12} being easier.

Let g̃ti := −1
2〈
xt,ρ,i
t − ∇ωt,ρ,i(k),∇qi

(xt,ρ,i
t

)
〉 + h.c. and let r̃ti = d0q̃

t
i(xt,ρ,i) − 1

t g̃
t
i = O(t−2+ρ). For the

term corresponding to r̃ti , we have that∥∥e±itH χ̃(n)(H)dΓ(q̃ti , r̃ti)e∓itHχ(n)(H)u
∥∥ . O(t−2+ρ)

∥∥Ne−itHχ(n)(H)u
∥∥ = O(t−2+ρ).

The equality comes from the facts that Nlept − Nneut commutes with H, NW and Nlept are relatively
H-bounded and that (N + 1)χ̃(n)(H) is bounded.

To estimate the term corresponding to 1
tdΓ(q̃ti , g̃ti), we use (B.4), yielding

1
t

∣∣〈e∓itH χ̃(n)(H)v,dΓ(q̃ti , g̃ti)e∓itHχ(n)(H)u
〉∣∣

≤ 1
t

∥∥dΓ(|g̃ti |)
1
2 e∓itH χ̃(n)(H)v

∥∥∥∥dΓ(|g̃ti |)
1
2 e∓itHχ(n)(H)u

∥∥.
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By (iii) of Theorem 4.4,∫ ∞
1

1
t

∥∥dΓ(|g̃ti |)
1
2 e∓itH χ̃(n)(H)v

∥∥∥∥dΓ(|g̃ti |)
1
2 e∓itHχ(n)(H)u

∥∥dt . ‖u‖‖v‖.
From (5.4) and the previous computations, we easily deduce that for any ε > 0,∥∥W (t′)u−W (t)u

∥∥ ≤ ε,
for t and t′ large enough. This proves that the limits Γ±(q̃) exist.

The fact that Γ±(q̃)χ(H) = 0 for all χ ∈ C∞0 (R) supported in R\(τ ∪ σpp(H)) is a consequence of
Theorem 4.4 (iv). Indeed, Theorem 4.4 (iv) shows that Γ±(q̃)χ(H)u = 0 for all u in a dense subset of H .
Since Γ±(q̃)χ(H) is bounded, the statement follows. �

We introduce the following notations that will be used in the proof of the next theorem:

ď(i)
0l b(t) = ∂b

∂t
(t) + i

(
ω

(i)
l (pi)⊕ ω(i)

l (pi)b(t)− b(t)ω(i)
l (pi)

)
, i = 1, 2,

ď(3)
0 b(t) = ∂b

∂t
(t) + i

(
ω(3)(p3)⊕ ω(3)(p3)b(t)− b(t)ω(3)(p3)

)
,

if b(t) is a family of operators from h1 to h1⊕h1, if i = 1, 2, or from h2 to h2⊕h2 if j = 3. Likewise we set

Ď0B(t) = ∂B

∂t
(t) + i(H0 ⊗ 1 + 1⊗H0)B(t)− iB(t)H0,

for any family of operators B(t) : H → H ext. Note that if B(t) = (b1(t), . . . , b14(t)) then, as functions
of t,

Ď0dΓ(B) =: dΓ(ď0b) := dΓ(ď0,1b1, . . . , ď0,14b14)

:= dΓ
(
ď(3)

0 b1, ď(3)
0 b2, ď(1)

01 b3, ď
(1)
01 b4, ď

(2)
01 b5, ď

(2)
01 b6, ď

(1)
02 b7,

ď(1)
02 b8, ď

(2)
02 b9, ď

(2)
02 b10, ď(1)

03 b11, ď(1)
03 b12, ď(2)

01 b13, ď(2)
01 b14

)
.

The main result of this subsection is stated in the following theorem. It shows the existence of inverse
wave operators.

Theorem 5.5. Suppose that the masses of the neutrinos vanish and consider the Hamiltonian H =
H0 + g(H(1)

I +H
(2)
I ) with H

(1)
I and H

(2)
I given by (1.6). Suppose that

G ∈ L2, a(i),·G ∈ L2, |p3|−1a(i),·G ∈ L2, i = 1, 2, 3,
and that

G ∈ H1+µ for some µ > 0.
Let δ > 0 and j0,i, i ∈ {1, . . . , 14} be functions in C∞0 ({x ∈ R3, |x| ≤ 2δ}) such that 0 ≤ j0,i ≤ 1, j0,i = 1
on {x ∈ R3, |x| ≤ δ} and let j∞,i = 1− j0,i, ji = (j0,i, j∞,i). Let J̃ t = (j1(xt,ρ,1t ), . . . , j14(xt,ρ,14

t )).
(i) The following limits exist

W±(J) := s-lim
t→+∞

e±itHextΓ̌
(
J̃ t
)
e∓itH .

(ii) For all χ ∈ C∞0 (R), we have that

W±(J)χ(H) = χ(Hext)W±(J).

(iii) Let q = (q1, . . . , q14) be such that qiji,0 = ji,0. Then(
Γ±(q)⊗ 1

)
W±(J) = W±(J).

(iv) For all χ ∈ C∞0 (R), we have that

Ωext,±χ(Hext)W±(J) = χ(H).
The same holds if the masses of the neutrinos mνe, mνµ, mντ are positive and if one considers the

Hamiltonian (1.14) with HI given by (1.6).
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Proof. (i) As in the proof of Proposition 5.4, it suffices to prove the existence of

lim
t→±∞

e±itHextΓ̌(J̃ t)e∓itHu,

for u in a dense subset of H . We consider again

E =
{
u ∈H ,∃χ ∈ C∞0 (R), n ∈ N, u = χ(H)1[−n,n](Nneut −Nlept)u

}
,

and fix u ∈ E . Let χ̃ ∈ C∞0 (R) be such that χ̃χ = χ. In the same way as in Lemma 2.7, one verifies that∥∥(Γ̌(J̃ t)χ̃(H)− χ(Hext)Γ̌(J̃ t)
)
(Nneut + 1)−1∥∥ = O(t−1).

Using that Nlept−Nneut commutes with H, Γ̌(J̃ t)1[−n,n](Nneut−Nlept) = 1[−n,n](N ext
neut−N ext

lept)Γ̌(J̃ t), and
that Nlept is relatively H-bounded, we deduce that

e±itHextΓ̌(J̃ t)e∓itHχ(H)1[−n,n](Nneut −Nlept)u

= χ̃(Hext)e±itHextΓ̌(J̃ t)e∓itHχ(H)1[−n,n](Nneut −Nlept)u+O(t−1)

= 1[−n,n](N ext
neut −N ext

lept)χ̃(Hext)e±itHextΓ̌(J̃ t)e∓itHχ(H)1[−n,n](Nneut −Nlept)u+O(t−1).
Similarly as in the proof of Proposition 5.4, to shorten notation, we set χ(n)(H) := χ(H)1[−n,n](Nneut −
Nlept) and χ̃(n)(Hext) := χ̃(Hext)1[−n,n](N ext

neut −N ext
lept). By the previous equality, it now suffices to prove

the existence of
lim

t→±∞
χ̃(n)(Hext)e±itHextΓ̌(J̃ t)e∓itHχ(n)(H)u.

Set W̌ (t) := χ̃(n)(Hext)e±itHextΓ̌(J̃ t)e∓itHχ(n)(H) and write, for t′ > t ≥ 1,∥∥W̌ (t′)u− W̌ (t)u
∥∥ =

∥∥∥ ∫ t′

t
∂sW̌ (s)uds

∥∥∥ ≤ sup
v∈H ext,‖v‖=1

∫ t′

t
|〈v, ∂sW (s)u〉|ds. (5.6)

We compute

〈v, ∂tW̌ (t)u〉 = 〈v, ∂tχ̃(n)(Hext)e±itHextΓ̌(J̃ t)e∓itHχ(n)(H)u〉

= ±〈v, χ̃(n)(Hext)e±itHext{Ď0Γ̌(J̃ t) + ig
(
((H(1)

I +H
(2)
I )⊗ 1)Γ̌(J̃ t)− Γ̌(J̃ t)(H(1)

I +H
(2)
I )

)}
e∓itHχ(n)(H)u〉

= ±〈v, χ̃(n)(Hext)e±itHext{dΓ̌(J̃ t, ď0J̃
t)

+ ig
(
((H(1)

I +H
(2)
I )⊗ 1)Γ̌(J̃ t)− Γ̌(J̃ t)(H(1)

I +H
(2)
I )

)}
e∓itHχ(n)(H)u〉.

As in the proof of Lemma 2.7, we have that

χ̃(n)(Hext)
(
((H(1)

I +H
(2)
I )⊗ 1)Γ̌(J̃ t)− Γ̌(J̃ t)(H(1)

I +H
(2)
I )

)
χ(n)(H) = O(t−1−µ).

Moreover, similarly as in the proof of Proposition 5.4, we decompose

ď0J̃
t = 1

t
G̃t + R̃t, G̃t = (g̃t0, g̃t∞), g̃t] = −1

2
((xt,ρ

t
−∇ωt,ρ

)
∇J̃]

(xt,ρ
t

)
+ h.c.

)
, R̃t = O(t−2+ρ),

and, for all i ∈ {1, . . . , 14}, we have that∥∥e±itHext
χ̃(n)(Hext)dΓ̌(J̃ ti , R̃ti)e∓itHχ(n)(H)u

∥∥ . O(t−2+ρ)
∥∥Ne∓itHχ(n)(H)u

∥∥ = O(t−2+ρ).

The term corresponding to 1
tdΓ̌(J̃ ti , G̃ti) is estimated as

1
t

∣∣〈e∓itHext
χ̃(n)(Hext)v,dΓ̌(J̃ ti , G̃ti)e∓itHχ(n)(H)u

〉∣∣
≤ 1
t

∥∥(dΓ(|g̃t0,i|)
1
2 ⊗ 1)e∓itHext

χ̃(n)(Hext)v
∥∥∥∥dΓ(|g̃t0,i|)

1
2 e∓itHχ(n)(H)u

∥∥
+ 1
t

∥∥(1⊗ dΓ(|g̃t∞,i|)
1
2 )e∓itHext

χ̃(n)(Hext)v
∥∥∥∥dΓ(|g̃t∞,i|)

1
2 e∓itHχ(n)(H)u

∥∥.
By (iii) of Theorem 4.4,∫ ∞

1

1
t

∥∥(dΓ(|g̃t0,i|)
1
2 ⊗ 1)e∓itHext

χ̃(n)(Hext)v
∥∥∥∥dΓ(|g̃t0,i|)

1
2 e∓itHχ(n)(H)u

∥∥dt . ‖u‖‖v‖,
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and likewise for the second term in the right-hand-side of the previous inequality. Eq. (5.6) and the
previous estimates imply that, for any ε > 0,∥∥W (t′)u−W (t)u

∥∥ ≤ ε,
for t and t′ large enough, which proves that the limits W±(J̃) exist.

(ii) This is a standard intertwining property.

(iii) It suffices to write(
Γ±(q)⊗ 1

)
W±(J)u =

(
e±itHΓ(qt)e∓itH ⊗ 1

)
e±itHextΓ̌

(
J̃ t
)
e∓itHu+ o(1)

=
(
e±itHext(Γ(qt)⊗ 1

)
Γ̌
(
J̃ t
)
e∓itHu+ o(1)

= e±itHextΓ̌
(
J̃ t
)
e∓itHu+ o(1)

= W±(J)u+ o(1),

where we used that (Γ(qt)⊗ 1
)
Γ̌
(
J̃ t
)

= Γ̌
(
J̃ t
)

because qiji,0 = ji,0 in the third equality.

(iv) This is again standard intertwining property. �

5.3. Asymptotic completeness. We are now ready to conclude the proof of Theorem 1.1. We begin
by showing that the pure point spectral subspace of H, Hpp(H), and the spaces of asymptotic vacua K ±

coincide. Note that our reasoning process is slightly different from that of [21, 1].

Theorem 5.6. Suppose that the masses of the neutrinos vanish and consider the Hamiltonian H =
H0 + g(H(1)

I +H
(2)
I ) with H

(1)
I and H

(2)
I given by (1.6). Suppose that

G ∈ L2, a(i),·G ∈ L2, |p3|−1a(i),·G ∈ L2, i = 1, 2, 3,
and that

G ∈ H1+µ for some µ > 0.
There exists g0 > 0 such that, for all |g| ≤ g0,

Hpp(H) = K ±.

The same holds, for all g ∈ R, if the masses of the neutrinos mνe, mνµ, mντ are positive and if one
considers the Hamiltonian (1.14) with HI given by (1.6).

Proof. By Proposition 5.1, we know that

Hpp(H) ⊂ K ±.

Since in addition Hpp(H) and K ± are closed, it remains to establish that Hpp(H)⊥ ⊂ (K ±)⊥. In turn,
since σpp(H) can only accumulate at the closed countable set τ , it suffices to prove that Ran(χ(H)) ⊂
(K ±)⊥ for all χ ∈ C∞0 (R\(τ ∪ σpp(H))).

Let χ ∈ C∞0 (R\(τ ∪σpp(H))) and let u = χ(H)v. Let J be defined as in the statement of Theorem 5.5.
By Theorem 5.5 (iv), we have that

χ(H) = Ωext,±χ(Hext)W±(J) = Ωext,±(1⊗ΠΩ)χ(Hext)W±(J) + Ωext,±(1⊗ P⊥Ω )χ(Hext)W±(J),

where ΠΩ denotes the projection onto the Fock vacuum and Π⊥Ω the projection onto its orthogonal com-
plement. We claim that the first term vanishes. Indeed, we can write

Ωext,±(1⊗ΠΩ)χ(Hext)W±(J) = Ωext,±(χ(H)⊗ΠΩ)W±(J)
= Ωext,±(χ(H)⊗ΠΩ)(Γ±(q)⊗ 1)W±(J),

by Theorem 5.5 (iii), where q is as in the statement of that result. Since χ(H)Γ±(q) = 0 by Proposition
5.4, we see that this term indeed vanishes. Hence we have proven that

χ(H)v = Ωext,±(1⊗Π⊥Ω)χ(Hext)W±(J)v.
Since Ωext,±(1⊗ d∗(h)) = d±,∗(h)Ωext,± for any kind of creation operator d∗(h), the last equality clearly
shows that χ(H)v ∈ (K ±)⊥. This concludes the proof of the theorem. �
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Finally, as a consequence of Theorem 5.6, we deduce that H − E and H0 are unitary equivalent if the
conditions on G are strengthened.

Corollary 5.7. Suppose that the masses of the neutrinos vanish and consider the Hamiltonian H =
H0 + g(H(1)

I + H
(2)
I ) with H

(1)
I and H

(2)
I given by (1.6). Under the conditions of Theorem 5.6, and

assuming in addition that

b(i),·G ∈ L2, i = 1, 2, 3, b(i),·b(i′),·G ∈ L2, i, i′ = 1, 2, 3, (5.7)

the operators H − E and H0 are unitarily equivalent.
If the masses of the neutrinos are positive and if one considers the Hamiltonian (1.14) with HI given by

(1.6), then, under the conditions of Theorem 5.6 and assuming in addition that (5.7) holds, there exists
g0 > 0, which does not depend on mνe, mνµ, mντ , such that, for all |g| ≤ g0, H −E and H0 are unitarily
equivalent.

Proof. It follows from Proposition 5.2, Theorem 5.3 and Theorem 5.6 that H is unitary equivalent to
H|Hpp(H) ⊗ 1 + 1 ⊗H0. In the case where neutrinos are massive, Theorems 3.1 and 3.5 imply that, for
|g| ≤ g0, Hpp(H) = {E} and E is a simple eigenvalue of H. This shows that H −E and H0 are unitarily
equivalent. Moreover, by Theorem 3.5, g0 can be chosen independently of the values of mνe , mνµ , mντ .

The same holds in the massless case, by Theorems 3.6 and 3.7. This proves the corollary. �

Appendix A. The interaction term

In this appendix, we provide the full expression of the formal interaction Hamiltonian (1.2) in terms of
creation and annihilation operators. It is given by

I =
3∑
l=1

∑
ε=±

∫ {[
G

(2)
l,ε (ξ1, ξ2, ξ3, x)b∗l,−ε(ξ1)c∗l,ε(ξ2)a∗ε (ξ3) + h.c.

]
−
[
G

(2)
l,ε (ξ1, ξ2, ξ3, x)b∗l,−ε(ξ2)c∗l,ε(ξ1)a∗ε (ξ3) + h.c.

]
+
[
G

(1)
l,ε (ξ1, ξ2, ξ3, x)b∗l,ε(ξ1)c∗l,−ε(ξ2)aε(ξ3) + h.c.

]
−
[
G

(1)
l,ε (ξ1, ξ2, ξ3, x)b∗l,ε(ξ2)c∗l,−ε(ξ1)aε(ξ3) + h.c.

]
+
[
G

(3)
l,ε (ξ1, ξ2, ξ3, x)b∗l,−ε(ξ1)cl,−ε(ξ2)a∗ε (ξ3) + h.c.

]
−
[
G

(3)
l,ε (ξ1, ξ2, ξ3, x)b∗l,−ε(ξ2)cl,−ε(ξ1)a∗ε (ξ3) + h.c.

]
+
[
G

(4)
l,ε (ξ1, ξ2, ξ3, x)aε(ξ3)b∗l,ε(ξ1)cl,ε(ξ2) + h.c.

]
−
[
G

(4)
l,ε (ξ1, ξ2, ξ3, x)aε(ξ3)b∗l,ε(ξ2)cl,ε(ξ1) + h.c.

]}
dxdξ1dξ2dξ3,

where −ε = ∓ if ε = ± and

G
(1)
l,ε (ξ1, ξ2, ξ3, x) = (2π)− 9

2


u(p1,s1)γα(1−γ5)v(p2,s2)εα(p3,λ)

(2(|p2|2+m2
νl

)
1
2 )

1
2 (2(|p3|2+m2

W
)

1
2 )

1
2 (2(|p1|2+m2

l
)

1
2 )

1
2
ei(−p1−p2+p3)·x if ε = +,

u(p2,s2)γα(1−γ5)v(p1,s1)εα(p3,λ)
(2(|p2|2+m2

νl
)

1
2 )

1
2 (2(|p3|2+m2

W
)

1
2 )

1
2 (2(|p1|2+m2

l
)

1
2 )

1
2
ei(−p1−p2+p3)·x if ε = −,

G
(2)
l,ε (ξ1, ξ2, ξ3, x) = (2π)− 9

2


u(p1,s1)γα(1−γ5)v(p2,s2)ε∗

α(p3,λ)
(2(|p2|2+m2

νl
)

1
2 )

1
2 (2(|p3|2+m2

W
)

1
2 )

1
2 (2(|p1|2+m2

l
)

1
2 )

1
2
e−i(p1+p2+p3)·x if ε = −,

u(p2,s2)γα(1−γ5)v(p1,s1)ε∗
α(p3,λ)

(2(|p2|2+m2
νl

)
1
2 )

1
2 (2(|p3|2+m2

W
)

1
2 )

1
2 (2(|p1|2+m2

l
)

1
2 )

1
2
e−i(p1+p2+p3)·x if ε = +,

G
(3)
l,ε (ξ1, ξ2, ξ3, x) = (2π)− 9

2


u(p1,s1)γα(1−γ5)u(p2,s2)ε∗

α(p3,λ)
(2(|p2|2+m2

νl
)

1
2 )

1
2 (2(|p3|2+m2

W
)

1
2 )

1
2 (2(|p1|2+m2

l
)

1
2 )

1
2
ei(−p1+p2−p3)·x if ε = −,

v(p2,s2)γα(1−γ5)v(p1,s1)ε∗
α(p3,λ)

(2(|p2|2+m2
νl

)
1
2 )

1
2 (2(|p3|2+m2

W
)

1
2 )

1
2 (2(|p1|2+m2

l
)

1
2 )

1
2
ei(−p1+p2−p3)·x if ε = +,
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G
(4)
l,ε (ξ1, ξ2, ξ3, x) = (2π)− 9

2


u(p1,s1)γα(1−γ5)u(p2,s2)εα(p3,λ)

(2(|p2|2+m2
νl

)
1
2 )

1
2 (2(|p3|2+m2

W
)

1
2 )

1
2 (2(|p1|2+m2

l
)

1
2 )

1
2
ei(−p1+p2+p3)·x if ε = +,

v(p2,s2)γα(1−γ5)v(p1,s1)εα(p3,λ)
(2(|p2|2+m2

νl
)

1
2 )

1
2 (2(|p3|2+m2

W
)

1
2 )

1
2 (2(|p1|2+m2

l
)

1
2 )

1
2
ei(−p1+p2+p3)·x if ε = −.

From these expressions, the properties of the solutions u, v to the Dirac equation (see, e.g., [14] and
recall that u and v are normalized as in [41, (2.13)]) and of the polarization vectors εα, one can verify

that the maps pi 7→ f
(j)
l,ε,i(ξi) in (1.7)–(1.10) are bounded.

Appendix B. Definition and properties of operators in Fock spaces

In this section, some tools and results, inspired by [21] and [1], are presented. In particular, standard
objects such as the functors dΓ and Γ are written in the case of a finite tensor product of Fock spaces.
For simplicity of exposition, the domains of the operator involved are not specified, see for instance [53]
or [21] for more details. If an operator is closable, its closure is denoted in the same way. Given a Hilbert
space h, Fs(h), respectively Fa(h), stands for the symmetric, respectively antisymmetric, Fock space over
h. The notation F](h) will be used if a statement is true for both the symmetric and antisymmetric Fock
spaces over h.

B.1. The operator Γ(B). Let b be an operator on h. The operator Γ(b) : F](h)→ F](h) is defined by

Γ(b)|⊗n
]
h = b⊗ · · · ⊗ b︸ ︷︷ ︸

n

, Γ(b)Ω = Ω.

This definition is extended to a finite tensor product of Fock spaces as follows. Let H = F](h1) ⊗ · · · ⊗
F](hp). and let B = (b1, b2, . . . , bp) be a finite sequence of operators, where each operator bi acts on hi.
We define the operator Γ(B) on H by setting

Γ(B) := Γ(b1)⊗ · · · ⊗ Γ(bp).

B.2. The operator dΓ(B). Let b be an operator on h. Its second quantization dΓ(B) is defined on F](h)
by

dΓ(b)|⊗n
]
h =

n∑
j=1

1⊗ · · · ⊗ 1︸ ︷︷ ︸
j−1

⊗B ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
n−j

, dΓ(B)Ω = 0.

In particular, the number operator N is N = dΓ(1). We recall from [21, 1] that

‖N−
1
2 dΓ(b)u‖ ≤ ‖dΓ(b∗b)

1
2u‖, (B.1)

for any u ∈ D(dΓ(b∗b)1/2).
The definition of dΓ(b) is extended to a finite tensor product of Fock spaces as follows. Let H =

F](h1)⊗ · · · ⊗ F](hp). Let B = (b1, b2, . . . , bp) be a finite sequence of operators, with bi acting on hi. We
define dΓ(B) on H by setting

dΓ(B) :=
p∑
j=1

dΓj(bj) :=
p∑
j=1

1⊗ · · · ⊗ 1︸ ︷︷ ︸
j−1

⊗ dΓ(bj)⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
p−j

.

Then one can define the total number operator in H by N := dΓ((1, . . . ,1)) and (B.1) becomes

‖N−
1
2 dΓ(B)u‖ ≤ ‖dΓ(B∗B)

1
2u‖.
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B.3. The unitary operator U . We consider the specific Hilbert space of our model, defined by

H (h1, h2) = FW ⊗ FL = Fs(h2)⊗ Fs(h2)⊗ Fa(h1)⊗ · · · ⊗ Fa(h1)︸ ︷︷ ︸
12

,

where h1 and h2 are the one-fermion Hilbert space, respectively the one-boson Hilbert space, see Section
2.1. In this section, we define an analog of the unitary operators U considered in [21] (in the bosonic case)
and [1] (in the fermionic case). In our setting, the operator U is an operator from H (h1 ⊕ h1, h2 ⊕ h2) to
H (h1, h2)⊗H (h1, h2),

U : H (h1 ⊕ h1, h2 ⊕ h2)→H (h1, h2)⊗H (h1, h2).

We first define an operator Us1 associated to the first bosonic Fock space by setting

Us1 : Fs(h2 ⊕ h2)⊗ Fs(h2)⊗ Fa(h1)⊗ · · · ⊗ Fa(h1)︸ ︷︷ ︸
12

→ Fs(h2)⊗ Fs(h2)⊗ Fa(h1)⊗ · · · ⊗ Fa(h1)︸ ︷︷ ︸
12

⊗ Fs(h2)

Us1Ω⊗ Ω⊗ Ω⊗ · · · ⊗ Ω︸ ︷︷ ︸
12

= Ω⊗ Ω⊗ Ω⊗ · · · ⊗ Ω︸ ︷︷ ︸
12

⊗ Ω

Us1

(
a](h1 + h3)⊗ b

)
=
(
a](h1)⊗ ψ ⊗ 1 + 1⊗ b⊗ a](h3)

)
Us1 ,

for any operator b acting on Fs(h2)⊗ Fa(h1)⊗ · · · ⊗ Fa(h1)︸ ︷︷ ︸
12

.

The operator Us2 associated to the second bosonic Fock space is defined similarly by

Us2 : Fs(h2)⊗ Fs(h2 ⊕ h2)⊗ Fa(h1)⊗ · · · ⊗ Fa(h1)︸ ︷︷ ︸
12

⊗ Fs(h2)

→ Fs(h2)⊗ Fs(h2)⊗ Fa(h1)⊗ · · · ⊗ Fa(h1)︸ ︷︷ ︸
12

⊗ Fs(h2)⊗ Fs(h2)

Us2Ω⊗ Ω⊗ Ω⊗ · · · ⊗ Ω︸ ︷︷ ︸
12

⊗ Ω = Ω⊗ Ω⊗ Ω⊗ · · · ⊗ Ω︸ ︷︷ ︸
12

⊗ Ω⊗ Ω

Us2

(
b1 ⊗ a](h1 + h3)⊗ b2

)
=
(
b1 ⊗ a](h1)⊗ b2 ⊗ 1 + b1 ⊗ 1⊗ b2 ⊗ a](h3)

)
Us2 ,

for any operators b1 acting on Fs(h2) and b2 acting on Fa(h1)⊗ · · · ⊗ Fa(h1)︸ ︷︷ ︸
12

⊗ Fs(h2).

Following [1], the unitary operator associated to the fermionic Fock spaces are defined as follows. Two
different operators may be considered. They are, however, equal up to the left multiplication by an
operator of the type (−1)B where B is a finite tensor product of number operators. The operators Ua3,l/r

associated to the first fermionic Fock space are defined by

Ua3,l/r : Fs(h2)⊗ Fa(h1 ⊕ h1)⊗ · · · ⊗ Fa(h1)︸ ︷︷ ︸
12

⊗ Fs(h2)

→ Fs(h2)⊗ Fa(h1)⊗ · · · ⊗ Fa(h1)︸ ︷︷ ︸
12

⊗ Fs(h2)⊗ Fa(h1)

Ua3,l/rΩ⊗ Ω⊗ · · · ⊗ Ω︸ ︷︷ ︸
12

⊗ Ω = Ω⊗ Ω⊗ · · · ⊗ Ω︸ ︷︷ ︸
12

⊗ Ω⊗ Ω

Ua3,l

(
b1 ⊗ b](h2 + h4)⊗ b2

)
=
(
b1 ⊗ b](h2)⊗ b2 ⊗ 1 + b1 ⊗ (−1)N ⊗ b2 ⊗ b](h4)

)
Ua3,l

Ua3,r

(
b1 ⊗ b](h2 + h4)⊗ b2

)
=
(
b1 ⊗ b](h2)⊗ b2 ⊗ (−1)N + b1 ⊗ 1⊗ b2 ⊗ b](h4)

)
Ua3,r,

for any operators b1 acting on Fs(h2) and b2 acting on Fa(h1)⊗ · · · ⊗ Fa(h1)︸ ︷︷ ︸
11

⊗ Fs(h2).
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The operators Us1 , Us2 , Ua3,l/r extend to unitary operators. One can define similarly unitary operators
Ua4,l/r . . .Ua14,l/r. The unitary operators UL/R are then defined by

UL,R : H (h1 ⊕ h1, h2 ⊕ h2)→H (h1, h2)⊗H (h1, h2)
UL = Ua14,l · · ·Ua3,lUs2Us1 , UR = Ua14,r · · ·Ua3,rUs2Us1 .

B.4. Partition of unity of the total Hilbert space and scattering identification operator. Let
j0, j∞ be operators on hi, i = 1, 2. As in [21, 1], we define an operator j associated to j0 and j∞ as

j : hi → hi ⊕ hi

h 7→ (j0h, j∞h).
It follows that

j∗ : hi ⊕ hi → hi

(h0, h∞) 7→ j∗0h0 + j∗∞h∞.

Considering J = (j1, . . . , j14) a family of such maps, we consider the operator Γ(J) (see Section B.1),

Γ(J) : H (h1, h2)→H (h1 ⊕ h1, h2 ⊕ h2).

The partition of unity Γ̌(J) is then defined by

Γ̌(J) : H (h1, h2)→H (h1, h2)⊗H (h1, h2)

Γ̌(J) = ULΓ(J),
where UL is the unitary operator of Section B.3.

Now, let

i : hi ⊕ hi → hi

(h0, h∞) 7→ h0 + h∞.

Considering î = (i1, . . . , i14) where each ik is defined by the previous identity, we define the scattering
identification operator I : H (h1, h2)⊗H (h1, h2)→H (h1, h2) by

I = Γ(̂i)U∗L = Γ̌(̂i∗)∗. (B.2)

B.5. Extended objects. Recall that the total Hilbert space of our model is denoted by H = H (h1, h2).
As mentioned in the main text, the “extended Hilbert space” in our setting is defined by

H ext = H ⊗H .

In H ext, one defines the number operators

N0 = N ⊗ 1H , N∞ = 1H ⊗N. (B.3)

The “extended Hamiltonian” and “extended free Hamiltonian” are

Hext = H ⊗ 1H + 1H ⊗H0,

Hext
0 = H0 ⊗ 1H + 1H ⊗H0.

B.6. The operators dΓ(Q,R) and dΓ̌(Q,R). Let q, r be two operators on hi. The operator dΓ(q, r) :
F](hi)→ F](hi) considered in [21, 1] is defined by

dΓ(q, r)|⊗nhi =
n∑
j=1

q ⊗ · · · ⊗ q︸ ︷︷ ︸
j−1

⊗ r ⊗ q ⊗ · · · ⊗ q︸ ︷︷ ︸
n−j

.

Given q, r, s three operators in hi, with ‖q‖ ≤ 1, the following estimates are proven in [21, 1]:∣∣〈dΓ(q, rs)u, v
〉∣∣ ≤ ∥∥dΓ(r∗r)

1
2 v
∥∥∥∥dΓ(s∗s)

1
2u
∥∥, (B.4)

for all u ∈ D(dΓ(r∗r)1/2) and v ∈ D(dΓ(s∗s)1/2), and∥∥N− 1
2 dΓ(q, r)u‖ ≤ ‖dΓ(r∗r)

1
2u‖, (B.5)
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for all u ∈ D(dΓ(r∗r)1/2).
Let now Q = (q1, . . . , q14) and R = (r1, . . . , r14) be defined as in Section B.2. The operator dΓ(Q,R) :

H →H is defined by

dΓ(Q,R) =
14∑
i=1

Γ
(
(q1, . . . , qi−1)

)
⊗ dΓ(qi, ri)⊗ Γ

(
(qi+1, . . . , q14)

)
.

Moreover, similarly as in Section B.4, we define

dΓ̌(Q,R) : H (h1, h2)→H (h1, h2)⊗H (h1, h2)

dΓ̌(J) = ULΓ(J),
where UL is the unitary operator of Section B.3.

With these definitions, the estimate recalled in (B.5) easily generalizes to the following lemma.

Lemma B.1. Let Q = (q1, . . . , q14) and R = (r1, . . . , r14) be finite sequences of operators, with ‖qi‖ ≤ 1.
We have that ∥∥N− 1

2 dΓ(Q,R)u
∥∥ ≤ ∥∥dΓ(R∗R)

1
2u
∥∥,

for all u ∈ D(dΓ(R∗R)1/2), where N = dΓ((1, . . . ,1)) is the total number operator in H . Moreover,∥∥(N0 +N∞))−
1
2 dΓ̌(Q,R)u

∥∥ ≤ ∥∥dΓ̌(R∗R)
1
2u
∥∥

for al u ∈ D(dΓ̌(R∗R)1/2), where N0 and N∞ are defined in (B.3).

B.7. Intertwining property. In this section we state some intertwining properties that we used through-
out the main text.

In the next lemma, a]i stands for a bosonic creation or annihilation operator acting on the ith Fock
space (note that H is the tensor product of 14 Fock spaces, and hence H ⊗H is the tensor product of

28 Fock spaces). Likewise, d]i,b stands for a fermionic creation or annihilation operator acting on the ith

Fock space.

Lemma B.2. Let J = {(j1,0, j1,∞), . . . , (j14,0, j14,∞)} be a family of operators defined as in Section B.4.
For i = 1, 2, and h2 ∈ h2, we have that

Γ̌(J)
∫
h2(ξ)a]i(ξ)dξ =

∫ {
(ji,0h2)(ξ)a]i(ξ) + (ji,∞h2)(ξ)a]i+14(ξ)

}
dξ Γ̌(J).

Likewise, for i = 3, . . . , 14 and h1 ∈ h1, we have that

Γ̌(J)
∫
h1(ξ)d]i(ξ)dξ =

∫ {
(ji,0h1)(ξ)d]i,b(ξ) + (ji,∞h1)(ξ) (−1)Ni d]i+14,b(ξ)

}
dξ Γ̌(J),

where we have set Ni =
∫
d∗i,b(ξ)di,b(ξ)dξ.

Proof. We prove for instance the first intertwining property with i = 1 and a] = a∗, the proof of the other
statements is analogous. Recall the notation ji = (ji,0, ji,∞). We have that

Γ (j1) a](h2) = a](j1h2)Γ (j1) ,
(see [21]). Therefore,

Γ̌(J)a∗(h2) = ULΓ(J) {a∗(h2)⊗ 1Fs ⊗ 1FL}
= UL {Γ(j1)a∗(h2)⊗ Γ(j2)⊗ Γ ({j3, . . . , j14})}
= UL {a∗(j1h2)Γ(j1)⊗ Γ(j2)⊗ Γ ({j3, . . . , j14})}
= UL {a∗(j1h2)⊗ 1Fs ⊗ 1FL}Γ(J)

= {a∗(j1,0h2)⊗ 1Fs ⊗ 1FL ⊗ 1H + 1H ⊗ a∗(j1,∞h2)⊗ 1Fs ⊗ 1FL} Γ̌(J).

This corresponds to the first equality in the statement of the lemma, for i = 1 and a] = a∗. �

We conclude this appendix with another useful intertwining property.
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Lemma B.3. Let B = (b1, . . . , b14) be a finite sequence of operators defined as in Section B.2 and let
J = {(j1,0, j1,∞), . . . , (j14,0, j14,∞)} be a family of operators defined as in Section B.4. We have that

(dΓ(B)⊗ 1H + 1H ⊗ dΓ(B)) Γ̌(J)− Γ̌(J)dΓ(B) = dΓ̌(J, [B, J ]).

Proof. It suffices to write

(dΓ(B)⊗ 1H + 1H ⊗ dΓ(B)) Γ̌(J)− Γ̌(J)dΓ(B)
= (dΓ(B)⊗ 1H + 1H ⊗ dΓ(B))ULΓ(J)− ULΓ(J)dΓ(B)

= UL

{
dΓ
([

B 0
0 B

])
Γ(J)− Γ(J)dΓ(B)

}
= UL

n∑
i=1

{
Γ((j1, . . . , ji−1))⊗

(
dΓ
([

bi 0
0 bi

])
Γ(ji)− Γ(ji)dΓ (bi)

)
⊗ Γ((ji+1, . . . , jn))

}

= UL

n∑
i=1

{
Γ((j1, . . . , ji−1))⊗ dΓ(ji, [bi, ji])⊗ Γ((ji+1, . . . , jn))

}
= dΓ̌(J, [B, J ]).

This proves the lemma. �

Appendix C. Asymptotic creation and annihilation operators

In this section, we recall the existence and basic properties of the asymptotic creation and annihilation
operators.

For h2 ∈ h2 we define h
(3)
2,t := e−itω(3)

h2. Likewise, for h1 ∈ h1, we set h
(2)
1,t := e−itω(2)

h1 and h
(1)
1,t :=

e−itω(1)
h1. For all h1 ∈ h1, h2 ∈ h2 and ε = ±, we introduce the following notations

φ(a)
ε (h2) = 1√

2
(a∗ε (h2) + aε(h2)) ,

φ
(b)
l,ε (h1) = 1√

2

(
b∗l,ε(h1) + bl,ε(h1)

)
,

φ
(c)
l,ε (h1) = 1√

2

(
c∗l,ε(h1) + cl,ε(h1)

)
.

Assuming that G ∈ H1+µ for some µ > 0, the asymptotic bosonic fields can be defined in the same way as
in [21, Section 5.2], as generators of the asymptotic Weyl operators. The latter are defined as the strong
limits

W (a),+
ε (h2) = s-lim

t→+∞
eitHeitφ(a)

ε (h2,t)e−itH .

The asymptotic fermionic fields can be defined similarly, or, equivalently, as the strong limits

φ
(b),+
l,ε (h1) = s-lim

t→+∞
eitHφ

(b)
l,ε (h1,t)e−itH , φ

(c),+
l,ε (h1) = s-lim

t→+∞
eitHφ

(c)
l,ε (h1,t)e−itH .

The results stated in the next theorem are straightforward adaptations of corresponding results estab-
lished in [21, 1]. Details of the proof are left to the reader.

Theorem C.1. Suppose that G ∈ H1+µ for some µ > 0.

i) For any h2 ∈ h2, the asymptotic bosonic creation and annihilation operators a+]
ε (h2) defined on

D(a+]
ε (h2)) = D(φ(a),+

ε (h2)) ∩D(φ(a),+
ε (ih2)) by

a+∗
ε (h2) = 1√

2
(φ+
ε (h1)− iφ+

ε (ih2)), a+
ε (h2) = 1√

2
(φ+
ε (h2) + iφ+

ε (ih2)).

are closed operators. Moreover, we have that D((|H|+ 1)
1
2 ) ⊂ D(a+]

ε (h2)) and

‖a+](h2)u‖ ≤ C‖h2‖‖(|H|+ 1)
1
2u‖.
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ii) For any h1 ∈ h1, the asymptotic fermionic creation and annihilation operators defined by

b+∗l,ε (h1) = 1√
2

(φ(b),+
l,ε (h1)− iφ(b),+

l,ε (ih1)), b+l,ε(h1) = 1√
2

(φ(b),+
l,ε (h1) + iφ(b),+

l,ε (ih1)),

c+∗
l,ε (h1) = 1√

2
(φ(c),+
l,ε (h1)− iφ(c),+

l,ε (ih1)), c+l,ε(h1) = 1√
2

(φ(c),+
l,ε (h1) + iφ(c),+

l,ε (ih1)).

are bounded operators.
iii) The following commutation relations hold (in the sense of quadratic forms)

[a+(h2), a+∗(g2)] = 〈h2, g2〉1,
[a+(h2), a+(g2)] = [a+∗(h2), a+∗(g2)] = 0,
{b+(h1), b+∗(g1)} = 〈h1, g1〉1,
{b+(h1), b+(g1)} = {b+∗(h1), b+∗(g1)} = 0,
{c+(h1), c+∗(g1)} = 〈h1, g1〉1,
{c+(h1), c+(g1)} = {c+∗(h1), c+∗(g1)} = 0,
{b+(h1), c+(g1)} = {b+(h1), c+∗(g1)} = 0,
{b+∗(h1), c+(g1)} = {b+∗(h1), c+∗(g1)} = 0,
[b+](h1), a+](h2)] = [c+](h1), a+](h2)] = 0.

iv) We have that

eitHa+](h2)e−itH = a+](h2,−t), eitHb+](h1)e−itH = b+](h1,−t), eitHc+](h1)e−itH = c+](h1,−t),

and the following “pulltrough formulae” are satisfied

a+∗(h2)H = Ha+∗(h2)− a+∗(ω(3)h2), a+(h2)H = Ha+(h2) + a+(ω(3)h2),

b+∗(h1)H = Hb+∗(h1)− b+∗(ω(1)h1), b+(h1)H = Hb+(h1) + b+(ω(1)h1),

c+∗(h1)H = Hc+∗(h1)− c+∗(ω(2)h1), c+(h1)H = Hc+(h1) + c+(ω(2)h1).

Appendix D. Technical computations

In this section, we prove the estimates (4.40) and (4.44) that were used in the proof of Theorem 4.4.

D.1. Proof of (4.40). We use the notations of the proof of Theorem 4.4. Using a commutator expansion
at second order, proceeding as in [12, Lemma 5.2], we compute

d0F̃i
(x2

t,ρ,i

c2t2

)
=
{
− 2
t

x2
t,ρ,i

c2t2
+ ρ

t

( t−ρ

|p2|+ t−ρ
x2
t,ρ,i

c2t2
+ h.c.

)
+ 1
t

( |p2|
|p2|+ t−ρ

p2
|p2|
· xt,ρ,i
ct

+ h.c.
)}
F̃ ′i

(x2
t,ρ,i

c2t2

)
+O(t−2+ρ)

= F̃ ′i

(x2
t,ρ,i

c2t2

) 1
2
{
− 2
t

x2
t,ρ,i

c2t2
+ ρ

t

( t−ρ

|p2|+ t−ρ
x2
t,ρ,i

c2t2
+ h.c.

)
+ 1
t

( |p2|
|p2|+ t−ρ

p2
|p2|
· xt,ρ,i
ct

+ h.c.
)}
F̃ ′i

(x2
t,ρ,i

c2t2

) 1
2 +O(t−2+ρ).

Using that t−ρ(|p2|+t−ρ)1 = 1−|p2|(|p2|+t−ρ)−1 and commuting |p2|1/2(|p2|+t−ρ)−1/2 with F ′i (x2
t,ρ,i/c

2t2)1/2

(using again [12, Lemma 5.2]), we obtain that

= F̃ ′i

(x2
t,ρ,i

c2t2

) 1
2
{
− 2− 2ρ

t

x2
t,ρ,i

c2t2

}
F̃ ′i

(x2
t,ρ,i

c2t2

) 1
2

+
( |p2|
|p2|+ t−ρ

) 1
2
F̃ ′i

(x2
t,ρ,i

c2t2

) 1
2
{
− 2ρ

t

x2
t,ρ,i

c2t2
+ 1
ct

( p2
|p2|
· xt,ρ,i
ct

+ h.c.
)}
F̃ ′i

(x2
t,ρ,i

c2t2

) 1
2
( |p2|
|p2|+ t−ρ

) 1
2 +O(t−2+ρ).
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From the properties of the support of F ′i , we then deduce that

d0F̃i
(x2

t,ρ,i

c2t2

)
≤ −2F̃ ′i

(x2
t,ρ,i

c2t2

) 1
2
{1− ρ

t

x2
t,ρ,i

c2t2

}
F̃ ′i

(x2
t,ρ,i

c2t2

) 1
2

− 2
( |p2|
|p2|+ t−ρ

) 1
2
F̃ ′i

(x2
t,ρ,i

c2t2

) 1
2
{ρ− c−1

t

x2
t,ρ,i

c2t2

}
F̃ ′i

(x2
t,ρ,i

c2t2

) 1
2
( |p2|
|p2|+ t−ρ

) 1
2 +O(t−2+ρ).

Using again the properties of the support of F ′i proves (4.40).

D.2. Proof of (4.44). We use again the notations of the proof of Theorem 4.4. We compute (with
xi = i∇p2)

ai = 1
2
( p2
|p2|
· xi + xi ·

p2
|p2|

)
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`=1
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x

(`)
i

p
(`)
2
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+ 1
2|p2|

− (p(`)
2 )2

2|p2|3
)

=
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x

(`)
i
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(
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)p(`)
2
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2 )2
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=
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) 1
2
x

(`)
i +
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x

(`)
i ,
( |p2|
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) 1
2
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) 1
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(
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2
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2|p2|3

)

=
3∑
`=1

((
x

(`)
t,ρ,j +O( 1
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This proves (4.44).
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[6] J.-M. Barbaroux, J. Faupin, J.-C. Guillot Spectral properties for Hamiltonians of weak interactions, Operator Theory:

Advances and Applications, 254 (2016), 11–36.
[7] J.-M. Barbaroux, J. Faupin, J.-C. Guillot Spectral Theory near Thresholds for Weak Interactions with Massive Particles,

Journal of Spectral Theory, 6, (2016), 505–555.
[8] J.-M. Barbaroux, J. Faupin, J.-C. Guillot Local Decay for Weak Interactions with Massless Particles, Journal of Spectral

Theory, to appear.
[9] J.-M. Barbaroux, J.-C. Guillot, Spectral theory for a mathematical model of the weak interactions: The decay of the

intermediate vector bosons W+/-, Advances in Mathematical Physics (2009).
[10] J.-M. Barbaroux, M. Dimassi, J.-C. Guillot, Quantum electrodynamics of relativistic bound states with cutoffs, Journal

of Hyperbolic Differential Equations, 1(2) (2004), 271-314.
[11] J.-F. Bony and J. Faupin, Resolvent smoothness and local decay at low energies for the standard model of non-relativistic

QED, J. Funct. Anal., 262, (2012), 850–888.
[12] J.-F. Bony, J. Faupin and I.M. Sigal, Maximal velocity of photons in non-relativistic QED, Adv. Math., 231, (2012),

3054–3078.
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[53] M. Reed, B. Simon, Methods of modern mathematical physics, Vol. I and II, Academic Press, New York, 1972.
[54] M.E. Rose, Relativistic Electron Theory, Wiley, 1961.
[55] S. Schweber, An Introduction to Relativistic Quantum Field Theory, Harper and Ross, New York, (1961).
[56] I.M. Sigal and A. Soffer, The N-particle scattering problem: asymptotic completeness for short-range quantum systems,

Ann. of Math., 125, (1987), 35–108.
[57] H. Spohn, Asymptotic completeness for Rayleigh scattering, J. Math. Phys., 38, (1997), 2281–2288.
[58] T. Takaesu. Essential spectrum of a fermionic quantum field model, Infin. Dimens. Anal. Quantum. Probab. Relat. Top.

17, (2014), 1450024.
[59] B. Thaller, The Dirac Equation. Texts and Monographs in Physics. Springer Verlag, Berlin, 1 edition, 1992.
[60] S. Weinberg, The Quantum Theory of Fields Vol. I., Cambridge University Press, 2005.
[61] S. Weinberg, The Quantum theory of fields. Vol. II., Cambridge University Press, Cambridge, 2005.
[62] Z. Xing, Neutrino Physics, CERN Yellow Report CERN-2014-001, (2014), 177–217.

(B. Alvarez) Institut Elie Cartan de Lorraine, Université de Lorraine, 57045 Metz Cedex 1, France
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